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Abstract

The objective of this paper is to re-examine the risk-and effort attitude in the context of strategic dynamic interactions stated as a discrete-time finite-horizon Nash game. The analysis is based on the assumption that players are endogenously risk-and effort-averse. Each player is characterized by distinct risk-and effort-aversion types that are unknown to his opponent. The goal of the game is the optimal risk-and effort-sharing between the players. It generally depends on the individual strategies adopted and, implicitly, on the the players’ types or characteristics.
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1. Introduction

For reaching better results, very often in practice, the players are incited to cooperate. A non-cooperative solution is not necessarily satisfying. In the absence of cooperation, it is possible that the results are inferior to what could be achieved with coordinated behavior. An additional act of cooperation always brings a positive contribution.

A cooperative decision making approach is useful when dealing with a strategic complexity of the players. Although the players cooperate, they can remain independent. Moreover, a cooperative behavior may emerge in non-cooperative situations when the nature of the interaction is for a long term.

In the real world, there exist many situations when the players are engaged in a game containing both cooperative and non-cooperative elements. For example, they can form cooperative coalitions which interact in a non-cooperative fashion. Moreover, the players can exhibit variable degrees of cooperation. The form of the relationships between the players’ actions and the resulting outputs may affect the level of cooperation.

Suppose that two players with potentially conflicting interests share the same dynamic environment. Its trajectory is influenced by their individual actions. Some pure conflicting interests are generally rare and in most economic applications there are both, common and conflicting interests present.
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When players have common strategic objectives, it is expected that the quality and the speed with which decisions are undertaken are improved. Inappropriate decisions or uncorrelated objectives can generate unexpected outputs, with undesirable consequences on the equilibrium and stability of the game.

Nash equilibrium basically requires rational players and mutual beliefs about actions (Aumann and Brandenburger 1995). The rationality of the players is characterized by the anticipation that the system will be affected by other factors than their own control instruments. These factors are either completely or partially observed and may be exogenous variables or unobserved random shocks. Even if the players act in an individually rational way, their strategic interactions can quite often cause collective irrationality.

Multiplayer models are generally complicated, requiring some specified form of interaction or some premise as to the outcome of this interaction. In such of situations, the problem to be solved is, on the one hand, the nature of equilibrium and its definition, and on the other hand, the existence and uniqueness of equilibrium and its stability. All these aspects must be considered in a world which changes.

It is possible that the system shifts from an equilibrium to another due to permanent random shocks. The final equilibrium will not be hence determined by the initial conditions alone. There is a path dependency of equilibria, such that past equilibria impact the trajectory of future equilibria.

The analysis is placed in the context of the closed-loop control theory, the information being utilized by the players in real time. Closed-loop games are appropriate modelling approaches to economic environmental problems, being often employed in empirical modelling and policy analyses. The closed-loop decisions are specific to some short term interactions. In this case, the players set their control vectors as functions of the system history. They thus attempt to reduce the uncertainties related to the choice of their actions by acquiring new information in the game.

The dynamic learning process is endogenous, that is, the players learn from observing and base their actions on their state of knowledge at the point where the actions are taken. By their learning process, the players affect the strategic variables they are learning about. Their decision rules are reviewed and revised in response to new signals from the system. The players thus refine the distance between the current target position and their fixed objectives at each stage of the game. The control inputs implemented by the players are purported to contribute towards equilibrium and stability of the dynamic system.

The process of control has the implementation stage of an individual plan built into it. It is in the players’ interest to move in their desired direction at each stage of the game.

Although there is a large amount of literature on game theory, there is little work focused on Nash-type equilibria incorporating time-varying endogenous risk inherent to the system. Most of prior research has only considered the case of exogenous risk, that is, external to the system, and hence beyond the control of the players. There is generally an intimate relationship between endogenous risk and adaptive effort behavior. In real world situations, the fluctuating level of the risk is an input in the effort estimation process. The players’ effort behavior is thus endogenous by nature. This important aspect is almost ignored in the literature, resulting in a biased analysis of equilibrium dynamics. When players are risk-and effort-averse, it is optimal for them to share risk and effort.

The purpose of the present study is to re-evaluate the traditional approach, by taking into account endogenous risk-and effort-averse behavior in dynamic strategic interactions stated as a Nash game.
The paper is organized as follows. Section 2 describes the model. Section 3 deals with the players’ risk behavior. Section 4 focuses on the players’ effort behavior. Section 5 defines the information structure of the game. Section 6 introduces the concept of optimal Nash equilibrium strategy sensitive to endogenous risk and effort and provides a complete analytical characterization of the closed-loop solution path. Section 7 concludes and makes suggestions for further research.

2. The Model

An environment consists of the specification of three distinct objects. First, it is the set of players. Second, the preferences of each player. And finally, the information structure, that is, the set of parameters which can be observed by each player.

The players are characterized by an individual rationality, in the sense that they will not refuse to act in accordance with the efficient outcome. They are supposed to share the same environment which generally have a different impact on their individual behavior.

In the present study, we consider the case of a dynamic Nash game composed of two playing periods, say \([-T_1, 0]\) and \([1, T_2]\). We only analyze the second period \([1, T_2]\) by taking into account the information acquired by the players in the first period \([-T_1, 0]\). The players are indexed by an ordered pair \((i, j) \in \{(1, 2), (2, 1)\}\), where the index \(j\) refers to the opponent of the player \(i\).

Let us give the formal statement of the problem. The discrete time periods are denoted by \(t = 1, ..., T_2\). The end of the planning horizon is generally dictated by the degree of uncertainty in the external environment. Higher the uncertainty, shorter the planning horizon. The variables involved in the problem are listed as follows:

Let \(x_t^{(i)} \in \mathbb{R}^{q_i}\) be the player \(i\)'s control instrument for the period \(t\), and let \(y_t \in \mathbb{R}^p\) be the observed target variable in \(t\). There is generally a stochastic relationship between players’ actions and observations. Let \(z_t \in \mathbb{R}^r\) be an exogenous variable not subjected to the control of the players at time \(t\), and let \(e_t^{(i)}\) be the player \(i\)'s effort level in \(t\). Denote by \(u_t \in \mathbb{R}^p\) an exogenous environmental “white noise” modelled by a normal random variable with zero mean-vector and finite variance-covariance matrix \(\Psi\).

We make the following basic assumptions:

**Assumption 1.** The evolution of the system is modelled by a discrete-time multivariate linear stochastic process:

\[
y_t = A_t y_{t-1} + C_t^{(1)} x_t^{(1)} + C_t^{(2)} x_t^{(2)} + E_t^{(1)} e_t^{(1)} + E_t^{(2)} e_t^{(2)} + B_t z_t + D_t + u_t, \quad t = 1, ..., T_2
\]

where \(\beta_t \stackrel{\text{not.}}{=} (A_t, C_t^{(1)}, C_t^{(2)}, E_t^{(1)}, E_t^{(2)}, B_t, D_t) \in \mathbb{R}^k\) is the time-varying parameter to be estimated. This specifies the structure of the model according to the information available in \(t\).

**Assumption 2.** The first step in the decision making process is to establish a set of non-conflicting objectives. The exploitation of the environment is generally asymmetric and the players have different anticipations about the system evolution. Their individual preferences are described by distinct output pathways:

\[
\eta_t^{(i) \text{ not.}} = \{y_t^{g(i)}, y_t^{g(1)i}, ..., y_t^{g(1)i}\}, \quad i = 1, 2
\]

These represent targets or goals that the players wish to achieve during the period of the game. In the context of a partial cooperation, the players’ targets are closed, while for a full cooperation, these are supposed to be identical.
In order to ensure the system stability during the entire planning process, the players are supposed to choose small values for their individual targets:

\[ 0 < y^g(i) < l_t < 1, \quad t = 1, \ldots, T_2 \]

where \( l_t \) are common optimal bounds selected according to foreseeable movements in \( y \).

For simplicity, one can suppose that \( l_t = l \in (0, 1) \) for all \( t = 1, \ldots, T_2 \). Smaller targets generally require a higher risk-aversion, as well as a higher effort to be invested.

Large deviations of the system from the fixed targets signify that \( \| y_t - y^g(i) \| > 1 \) for \( t = 1, \ldots, T_2 \). These are probably due to the measurement errors, and may be always negotiated ex-post. For this study, it is assumed that the players’ targets remain unchanged for the sample observations.

**Remark 1.** In the case of a common optimal path \( \eta = \{y^g_1, y^g_2, \ldots, y^g_{T_2}\} \), with \( y^g_t \overset{\text{def.}}{=} \alpha y^g(1) + (1 - \alpha)y^g(2) \) and \( \alpha \in (0, 1) \), the difficulty to overcome is to choose the optimal value of the parameter \( \alpha \) that satisfies the individual preferences of the players.

**Remark 2.** Arrive to an agreement generally implies a tâtonnement process from the part of the players. The stage which will put the bases of the agreement will be crucial. Even if the game starts in a non-cooperative manner, a potential cooperation can occur in every stage of the game, or the players can have the intention to play cooperatively in the future. Promises about future behavior can influence the players’ current behavior. Note here that the agreements to play a Nash equilibrium are fragile when players have a strict preference over their opponent’s strategy choice (Aumann 1990).

**Assumption 3.** The timing of the game is as follows: At each period \( t \), the players implement their actions \( x^{(i)}_t \) \((i = 1, 2)\), which are a stimulus for the system. A shock \( u_t \) is realized and they observe the output (or impulse response) \( y_t \). A signal about the future trend of the system is thus extracted. The uncertainty is reduced only ex-post, that is, only after the informative output message has been received. This output together with the corresponding actions provide information on the data generating process. The players employ this output-signal for a strategic learning (specific to a closed-loop monitoring) in order to drive the system as close as possible to their desired path \( \eta^{(i)} \).

**Assumption 4.** The optimality of the instrument \( x^{(i)}_t \) is considered with respect to a local criterion \( W^{(i)}_t \) which measures the system output deviation \( \Delta^{(i)} y_t \not= y_t - y^g(i) \) and, respectively, the instrument deviation from the current position to the desired goal state, denoted by \( \Delta^{(i)} x_t \overset{\text{not.}}{=} x_t - x^g(i) \).

The player \( i \)’s instrument target \( x^g(i) \) desired to be achieved at time \( t \) is not necessarily equal with the equilibrium target realized in \( t \). It may be possible that differences between ex-ante decisions and ex-post results exist.

Following Pindyck (1976), we choose a quadratic asymmetric performance criterion dependent on the instruments:

\[ W^{(i)}_t(y_t) \overset{\text{def.}}{=} W^{(i)}_t(y_t) + \tilde{W}^{(i)}_t(x^{(i)}_t) + \tilde{W}^{(i)}_t(x^{(j)}_t), \quad i, j = 1, 2; \quad i \neq j \]

where \( W^{(i)}_t, \tilde{W}^{(i)}_t, \tilde{W}^{(i)}_t \) are quadratic functions supposed twice continuously differentiable, strictly increasing and convex.
Assumption 5. The player $i$ computes his optimal policy $\hat{\xi}^{(i)}$ conditional to the policy rule of his opponent. In both cooperative and non-cooperative world, the players adjust their instrument settings period by period to accommodate past information errors and revised projections for the remaining planning periods.

This is the classical context, often employed in the literature, where the hypothesis of risk-neutrality for both players is adopted for the entire period of the game.

3. Endogenous Risk-Aversion

Attitudes to risk may differ across players. There is by now accumulating evidence that players differ substantially in their risk-preferences. They generally have different degrees of uncertainty to achieve the desired outputs.

We define the player $i$’s risk-aversion indice level at time $t$ by:

$$\varphi^{(i)}_t \overset{def.}{=} \frac{\|y_{t-1} - y_{g(i)}^{(i)}\|^2 L_{t-1,i} + \ldots + \|y_{t-k} - y_{g(i)}^{(i)}\|^2 L_{t-k,i}}{\sqrt{\|y_{t-1} - y_{g(i)}^{(i)}\|^2 + \ldots + \|y_{t-k} - y_{g(i)}^{(i)}\|^2 + I_t}}, \quad t = 1, \ldots, T_2$$
where:

- $-1 < T_{t-1,i} < T_{t-2,i} < ... < T_{t-K_i,i} < 0$ are strategic weights attached to the system deviations from the player $i$’s optimal path $\{y_{t-1}^{(i)},...,y_{t-K_i}^{(i)}\}$.
- $I_i \geq 1$ is a fixed integer which characterizes the player $i$’s type (more or less risk-averse).
- $1 \leq K_i < T_2$ is an optimal number of periods (the most informative) for the player $i$.

Denote by $\{y_0, ..., y_{1-K_i} \}$ and $\{y_0, ..., y_{1-K_i} \}$ the history of the process and, respectively, the targets of the player $i$ during the first playing period $[-T_1, 0]$. The set of parameters $\{T_{0,i}, ..., T_{1-K_i,i}, ... \}$ represents strategic weights attached to the system deviations with respect to the player $i$’s optimal path for the period $[-T_1, 0]$.

One can imagine several scenarios when comparing the degree of risk-aversion exhibited by the players: i) when both players have similar coefficients of risk-aversion during the period of the game (i.e., $|\varphi_i^{(1)} - \varphi_i^{(2)}|$ is small, with $t \in \{1, ..., T_2\}$); ii) when both players have the same coefficient of risk-aversion at given periods of time (i.e., $\varphi_i^{(1)} = \varphi_i^{(2)}$, with $t \in \{1, ..., T_2\}$ taking fixed values); and iii) when players have very different degrees of risk-aversion during the period of the game (i.e., $|\varphi_i^{(1)} - \varphi_i^{(2)}|$ is high, with $t \in \{1, ..., T_2\}$).

Let $\varphi_{\min}^{(i)}$ be a risk-aversion threshold fixed by the player $i$ before starting the control and for the entire period $[1, T_2]$. When this limit threshold is exceeded, the player $i$ becomes excessively risk-averse for the current control period, being characterized by an extreme pessimism.

It is important to distinguish between $\varphi_{\min}^{(i)}$ and $\varphi_{\min}^{(i)} (i = 1, 2)$. In other words, it must distinguish between local risk-aversion (at time $t$) and global risk-aversion (over the entire period $[1, T_2]$).

It is thus possible to differentiate the types of common /distinct players as follows:

$$-1 < \varphi_{\max, more}^{(i)} < -\frac{I_i}{\sqrt{[I_i]^2 + I_i, more}} \quad \text{(more risk-averse player)}$$

and

$$-\frac{I_i}{\sqrt{[I_i]^2 + I_i, less}} < \varphi_{\max, less}^{(i)} < 0 \quad \text{(less risk-averse player)}$$

with $1 \leq I_i, more < I_i, less$ two strategic parameters which characterize the risk-averse type of the player $i$. For further details, see Protopenescu (2007).

The number of players in the game can modify their individual attitude towards risk but not their types.

4. Endogenous Effort Behavior

It is well-known that the uncertainty diminishes with time and effort. If the players are supposed to be risk-averse, there is no obvious reason why they should also be assumed to be effort-averse. We could measure the effort-aversion just as the risk-aversion is measured. In general, the players differ in their effort-preferences.

We define the player $i$’s effort level at time $t$ by:

$$\varphi_i^{(i)} \overset{df}{=} -\frac{\| y_t - y_t^{(i)} \|^2 T_{t-1,i} \varphi_{t-1}^{(i)} - 1}{\| y_t - y_t^{(i)} \|^2 + \varphi_i^{(i)} - \varphi_{t-1}^{(i)} - \varphi_i^{(i)} - \varphi_{t-1}^{(i)}} \quad t = 1, ..., T_2$$
where $\xi_i \in (0, 1]$ and $d_i \in (1, 2]$ are two strategic parameters which characterize the player $i$’s type (more or less effort-averse).

Each player gives a greater importance to the system deviation which is closer to the moment of implementation of a new optimal action. The optimal effort level at each stage of the game is dictated by the system evolution and the players’ effort behavior profiles. It does not always take a minimum value, as the intuition would suggest. The system will not incite equally the players to invest effort.

There exist situations where the players are interested in increasing the effort by enforcing the active learning in order to improve their objectives. Further effort is necessary if the risk is to be reduced or avoided in the future. In a fluctuating system, increasing the effort is not always sufficient to avoid a high risk. It may be the case of a system with a high inertia. Increases in the effort cost (measured in terms of disutility) result in reduced effort levels. This is a direct consequence of the importance the players place on the system deviations with respect to their fixed targets.

Optimal effort-sharing generally depends on the players’ fixed objectives. The closer their objectives, the closer their attitudes to effort over time. The equilibrium and stability of the dynamic system is dependent on the cumulative efforts of the players.

It is easy to see that $e_t^{(i)}$ is a non-monotonous function of $t$. There exist periods where the players need to allocate a higher effort with respect to others. The effort invested by the players is no more seen as a pure disutility, like in the traditional approach, but rather as an efficient instrument in optimizing the equilibrium solution.

One can imagine several scenarios when comparing the effort exhibited by the players: i) when both players exert similar efforts during the period of the game (i.e., $|e_t^{(1)} - e_t^{(2)}|$ is small, with $t \in \{1, \ldots, T_2\}$); ii) when both players exert the same effort level at given periods of time (i.e., $e_t^{(1)} = e_t^{(2)}$, with $t \in \{1, \ldots, T_2\}$ taking fixed values); and iii) when players exert very different efforts during the period of the game (i.e., $|e_t^{(1)} - e_t^{(2)}|$ is high, with $t \in \{1, \ldots, T_2\}$).

The players’ utilities for the period $t$ are assumed to be multiplicative separable in the effort level $e_t^{(i)}$ and the loss function $W_t^{(i)}$:

$$U_t^{(i)}(W_t^{(i)}, \varphi_t^{(i)}, e_t^{(i)}) \triangleq \frac{2D^{(i)}(e_t^{(i)})}{\varphi_t^{(i)}}[\exp(-\frac{\varphi_t^{(i)}}{2}W_t^{(i)}) - 1], \; i = 1, 2; \; t = 1, \ldots, T_2$$

where $D^{(i)}$ are twice continuously differentiable functions such that:

$$D^{(i)}(e_t^{(i)}) > 0, \; D^{(i)'}(e_t^{(i)}) > 0, \; D^{(i)''}(e_t^{(i)}) > 0, \; \forall \; e_t^{(i)} \in [0, 1], \; \forall \; t = 1, \ldots, T_2$$

Dynamic games in which each player has an exponential utility function are referred to as risk-sensitive dynamic games. Due to the imperfect information about the system reaction, it is perfectly reasonable to consider a maximization on a short-time horizon for the players’ utility functions. The expected utility level attained by a player may be measured exactly by his opponent only under idealized conditions.

A higher effort does not necessarily ensure a lower utility level. It is also important to note that a risk-averse player does not necessarily invest a higher effort level compared to a risk-neutral one at the same stage of the game:

$$\varphi_t^{(i)} < \varphi_t^{(i)r.n.} \Rightarrow 0 \neq e_t^{(i)} > e_t^{(i)r.n.}$$

Suppose that the player $i$ will fix before starting the game an optimal effort-aversion threshold $e_{max}^{(i)}$ which must not be exceeded during the entire control period. If it happens, he becomes excessively effort-averse for the current period of the game.
The effort thresholds \( e_{\text{max}}^{(i)} \) \((i = 1, 2)\) are chosen such that these characterize the best the player \( i \)'s type. It is important to distinguish between \( e_{t}^{(i)} \) and \( e_{\text{max}}^{(i)} \). In other words, it must distinguish between local effort level (at time \( t \)) and global effort-aversion (over the entire period \([1, T_2]\)).

Define the effort-aversion threshold of the player \( i \) by:

\[
e_{\text{max}}^{(i)} \overset{\text{def}}{=} \frac{1}{s_i + 1} \cdot \frac{\varphi_{\text{min}}^{(i)} - 1}{\varphi_{\text{min}}^{(i)} - d_i}, \quad i = 1, 2
\]

Note that an exceeding of the risk-aversion threshold \( \varphi_{\text{min}}^{(i)} \) does not necessarily imply an exceeding of the effort-aversion threshold \( e_{\text{max}}^{(i)} \). If the player \( i \) is less (more) risk-averse by nature, then he will choose a higher (smaller) effort-aversion threshold \( e_{\text{max}}^{(i)} \). There is thus a trade-off between less risk-aversion and higher effort investment.

We can give a complete characterization of the players’ types in terms of effort-averse behavior. We have:

\[
1 > e_{\text{max, less}}^{(i)} > \frac{1}{s_i + 1} \cdot \frac{l_i^k}{\sqrt{|k_i|^2 + l_{more}^i} - 1} \quad \text{(less effort-averse player)}
\]

and

\[
0 < e_{\text{max, more}}^{(i)} < \frac{1}{s_i + 1} \cdot \frac{l_i^k}{\sqrt{|k_i|^2 + l_{less}^i} - d_i} \quad \text{(more effort-averse player)}
\]

In the case where the player \( i \) is characterized by a high risk-aversion in \( t - 1 \) and the system deviation \( \| y_{t-1} - y_{t-1}^{(i)} \| \) is large, he will allocate a high effort level for the period \( t \). In contrast, if \( \varphi_{t-1}^{(i)} \) exceeds \( \varphi_{\text{min}}^{(i)} \) but the value of \( \| y_{t-1} - y_{t-1}^{(i)} \| \) is small, then the player \( i \) is not incited to invest a good effort in \( t \).

Note that \( e_{\text{max}}^{(i)} < e_{\text{max}}^{(j)} \) \((i, j = 1, 2; i \neq j)\) does not necessarily imply that \( e_{t}^{(i)} < e_{t}^{(j)} \) at time \( t \). Moreover, an exceeding of the threshold \( e_{\text{max}}^{(i)} \) for the player \( i \) does not necessarily induce an exceeding of the threshold \( e_{\text{max}}^{(i)} \) for his opponent. In other words, the players do not necessarily have an imitative behavior.

Denote by \( U_{t}^{(i)}(W_{t}^{(i)}, \varphi_{\text{min}}^{(i)}, e_{\text{max}}^{(i)}) \) the disutility threshold of the player \( i \) at time \( t \). We have:

\[
\varphi_{\text{min}}^{(i)} \leq \varphi_{t}^{(i)} \quad \text{and} \quad e_{t}^{(i)} \leq e_{\text{max}}^{(i)} \Rightarrow U_{t}^{(i)}(W_{t}^{(i)}, \varphi_{t}^{(i)}, e_{t}^{(i)}) \geq U_{t}^{(i)}(W_{t}^{(i)}, \varphi_{\text{min}}^{(i)}, e_{\text{max}}^{(i)})
\]

We can thus distinguish between two disutility thresholds according to the player \( i \)'s individual type: i) a smaller disutility threshold, denoted by \( U_{t}^{(i)}(W_{t}^{(i)}, \varphi_{\text{min, more}}^{(i)}, e_{\text{max, less}}^{(i)}) \); and ii) a higher disutility threshold, denoted by \( U_{t}^{(i)}(W_{t}^{(i)}, \varphi_{\text{min, less}}^{(i)}, e_{\text{max, more}}^{(i)}) \).

During the entire game period, the player \( i \) has three strategic objectives: i) to optimally track the targets \( y_{t}^{(i)} \); ii) not to exceed the risk-aversion threshold \( \varphi_{\text{min}}^{(i)} \); and iii) not to exceed the effort-aversion threshold \( e_{\text{max}}^{(i)} \).

The relationship between the players’ reaction to the perceived states of nature and their attitude to effort is complex. In general, effort aversion makes the reaction stronger than effort neutrality.

In the case of a cooperative game with common fixed objectives, the evolution of the system generates close attitudes to effort for the players. It is also useful to note that the length of
the game has a non-negligible effect on the players’ effort behavior. The shorter the planning horizon, the higher the players’ effort-aversion before starting the game. A closed-loop Nash game is therefore correlated with smaller effort-thresholds fixed by the players. For further details, see Protopopescu (2008).

Note that the equilibrium of the game is not necessarily realized with minimum-effort coordination, as other authors have assumed in related issues (Anderson et al. 1996, 2001).

5. Game’s Information Structure

Most commonly studied asymmetric Nash games in the literature are games where there are not identical strategy sets for the players. However, it is possible for a Nash game to have identical strategies for all players, yet be asymmetric.

The player i’s behavior at time t is characterized by a strategy $s_i^{(i)} : I^{(i)} \rightarrow \mathbb{R}^n$ which prescribes, according to the information set $I^{(i)}$, an action /distribution over the feasible strategy set $S^{(i)}$. This determines the ability of the player i to affect the set of feasible strategies of his opponent.

The player i’s information set $I^{(i)}$ can contain: i) the system parameters of interest; ii) an a priori distribution on the initial state of the system; iii) the distribution of the input errors; iv) his fixed output targets; v) his desired instruments targets; vi) his local utility /loss levels (and maybe of his opponent); vii) his individual risk distribution; viii) his individual effort distribution; and ix) his individual strategy (and maybe of his opponent).

The player i’s information set at time t is given by the whole observable history up to that period. This is endogenously determined by the equilibrium behavior itself. More exactly, the information set is reached along the equilibrium path of the dynamic system. In equilibrium, the information sets differ across players.

Let $C \overset{def.}{=} \cap_{i=1,2} I^{(i)}$ be the common knowledge of the game. It transmits information about how the game has been played up to each information set $I^{(i)}$. Even if the players have access to the same information, the losses caused by information errors (although errors common to both players) can easily be larger for non-cooperative rather than for cooperative solutions because under cooperation the risks are effectively spread over the players.

The players receive imperfect information about the system and this information is not shared. They adjust their individual actions until their decisions are mutually consistent. The player i is not generally informed about all the knowledge of his opponent even if the private information is of common interest. If the players differ in their degree of information accuracy, then the equilibrium of the game can be seen as non-symmetrical.

Note that in most games, common knowledge of the structure of the game and of players’ rationality are not sufficient to predict that an equilibrium will be played, even if it is the unique equilibrium of the game. Nash equilibrium concept requires not only common knowledge of rationality, and of the game, but also that each player has the right expectations about what his opponent is going to play (especially when there are multiple equilibria).

When both players are rational and their rationality is common knowledge, then the resulting outcome will be rationalizable (Bernheim 1984; Pearce 1984).

6. Strategies for a Nash Equilibrium

In this section, closed-loop Nash equilibrium solutions sensitive to endogenous risk and
effort are derived for a discrete time linear-quadratic game under partial information sharing environment. One deals with a strategic equilibrium in which each player takes the reactions of his opponent at least partially into account.

From the game theory point of view, the equilibrium is interpreted as a state from which no player, given the rules, has any incentive to deviate. In other words, the players cannot benefit from deviating from their announced strategy. Therefore, we are looking for combinations of strategies which are such that if one player deviates from his strategy, this one will only lose.

If a player deviates from the equilibrium control rule, the state vector will be driven to a different position. The deviators will be observed only ex-post, as it is most often the case in practice.

Each player learns about his opponent’s strategies by observing the actions that have been played. This information is employed to anticipate the behavior of his opponent. New information resolves uncertainty step by step.

The Nash equilibrium concept reduces the set of all possible choices of the players to a much smaller set of those choices that are stable in the sense that no player can improve his payoff by deviating unilaterally (i.e., changing his strategy while the opponent player holds his strategy fixed). Each player is assumed to know the equilibrium strategy of his opponent, not being affected by his own strategy. The strategic interactions are only possible in the space which determines the set of feasible equilibria.

Let \( E_t(\cdot) \) be the operator of conditional expectation, where \( I_{t-1} \) is the information available up to time \( t-1 \). In what follows, denote by \( s_t^{(i)} \) the strategy of the opponent player at time \( t \). For the present study, we consider the case of a closed-loop (state-dependent) control, when \( I_t \in C_t \) for \( t = 1, \ldots, T \). A feedback revision process is thus required.

**Definition:** A set of strategies \((s_t^{(i)}, s_t^{(o)})\) and the corresponding payoffs constitute the Nash equilibrium of the game at period \( t \) if each player’s strategy yields the player at least as high a payoff as any other strategy, given the strategy of his opponent:

\[
E_{t-1}U_t^{(i)}(W_t^{(i)}(s_t^{(i)}), s_t^{(o)}) \geq E_{t-1}U_t^{(i)}(W_t^{(i)}(s_t^{(i)}, s_t^{(o)})) \quad \forall \quad i = 1, 2 \quad \forall \quad s_t^{(i)} \in S^{(i)}
\]

The player \( i \) chooses the strategy \( s_t^{(i)} \) in order to force the opponent player to play \( s_t^{(o)} \), so as to secure himself an expected quantity. He could gain more by not playing \( s_t^{(i)} \) if the expectation that his opponent cooperates were fulfilled, but he could lose more if it were not. It is precisely in this sense that one can say that a Nash solution is generally risk-averse.

The concept of Nash equilibrium embodies a notion of individual rationality, since each player’s equilibrium strategy is the best reply to the opponent’s strategy. Unfortunately, this does not specify how each player can arrive to form beliefs about his opponent’s strategies that support equilibrium play.

The closed-loop Nash equilibrium is the result of learning from past experience. The first-period actions will alter the next-period decisions. In other words, dynamically strategic players anticipate the outcome of the continuation of the game in making their period-one actions. The strategy of each player is thus justifiable, in the sense that it is optimal, given the anticipation of each player over the possible strategy of his opponent. This dynamic-strategic effect will be integrated in the computation of the closed-loop equilibrium.

In most practical economic applications, besides the model equation constraint for each policy period, additional dynamic constraints for smoothing and bounding the controls may also be present (Sandblom & Banasik 1985).
Define by:
\[ \mathbb{R}^{n_t} \ni \Lambda_t^{(i)} \defineq \{ s_t^{(i)} \mid 0 < q_t^{(i)} \leq s_t^{(i)} \leq \xi_t^{(i)} \text{ and } \lambda_t^{(i)} \leq s_t^{(i)} - s_{t-1}^{(i)} \leq \mu_t^{(i)} \} \]
the feasible strategies space for the player \( i \) at time \( t \).

The first set of constraints is imposed in order to keep the instruments within specific bounds. The wider the bound on the instruments, the higher the importance given by the players to the variation of the instruments in that direction, so that they fit to the active learning process. It is assumed that each player chooses these bounds at each iteration of their control algorithm. In this way, they can exploit the information on the previous instruments when fixing the bounds for the next instruments by allowing a greater variability for an efficient instrument rather than for an inefficient one.

The bounds on the instruments are simply the limits up to which the players decide to extend the feasible strategies space for the next instruments. The wider the bounds for the next instruments by allowing a greater variability for an efficient instrument rather than for an inefficient one.

The bounds on the instruments are simply the limits up to which the players decide to extend the research of the optimal solution at each iteration. As regards the last set of constraints, this indicates that the variation of control variables between two consecutive periods lies within prespecified bounded intervals. The values of this variation can be either positive or negative. The two sets of constraints are called boundary conditions. These restrict the set of potential Nash equilibria. In a full cooperative game, the players are supposed to choose the same amplitude /change bounds for their individual controls.

We are now in a position to derive the closed-loop Nash equilibrium sensitive to endogenous risk-and effort-aversion of the players.

**Proposition 1**: Suppose that the matrices \( M_{t,i}(\varphi_t^{(i)}) \) and \( N_{t,i}(\varphi_t^{(i)}) \) are inversible for each \( t = 1, ..., T_2 \) and \( i = 1, 2 \). Under the hypotheses stated in Section 2, the Nash equilibrium solution of the game is described by the linear equations:
\[ s_t^{(i)} = G_t^{(i)} y_{t-1} + g_t^{(i)}, \ t = 1, ..., T_2; \ i = 1, 2 \]
where the matrices \( (G_t^{(i)}, g_t^{(i)}) \) are given by:
\[ G_t^{(i)} = -N_t^{-1}(\varphi_t^{(i)})(C_t^{(i)'}\tilde{H}_{t,i}A_t) \]
\[ g_t^{(i)} = -N_t^{-1}(\varphi_t^{(i)})\{ (Q_{tltt}q_{tltt}^{(0)} - q_{ittt}) + C_t^{(i)}[\tilde{H}_{t,i}(C_t^{(j)}s_t^{(j)} + E_t^{(i)}e_t^{(i)} + E_t^{(j)}e_t^{(j)} + B_tz_t + D_t) - R_t,ih_{t,i}] \} \]
with
\[ R_{t,i} = I_p - \varphi_t^{(i)}K_{t,i}M_t^{-1}(\varphi_t^{(i)}) \]
\[ H_{t,i} = K_{t,i}h_t^{(i)} - d_{t,i} \]
and \(-1\) power denoting inverse.

**Proof.** The dynamic programming problem is made in discrete time and uncertain future. The optimal policy is computed step by step starting from \( s_1^{(i)} \) to \( s_{T_2}^{(i)} \) (forward through time). We maximize period by period, working every time conditionally to the information acquired.

At each period \( t \), the player \( i \) will solve the following stochastic optimization programme:
\[ s_t^{(i)} = \arg\max_{s_t^{(i)} \in \Lambda_t^{(i)}} \mathbb{E}_{t-1}^{(i)}(W_t^{(i)}(s_t^{(i)}, s_t^{(j)}) \mid s_t^{(j)}) \]
\[ s.t.: \begin{cases} y_t = A_t y_{t-1} + C_t^{(i)} s_t^{(i)} + C_t^{(j)} s_t^{(j)} + E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t + u_t \\ y_0, y_t > 0, \ t = 1, ..., T_2 \end{cases} \text{(economic constraints)} \]
One can write:

\[ s_t^{(i)} = \arg \max_{s_t^{(i)} \in \Lambda^i_t} E_{t-1}U_{t,i}(W_t^{(i)}(y_t), \varphi_t^{(i)}) \quad \text{and} \quad s_t^{(i)} = \arg \max_{s_t^{(i)} \in \Lambda^i_t} \left[ \exp \left( -\frac{\varphi_t^{(i)}}{2} W_t^{(i)}(y_t) \right) \right] \]

For the computation of \( E_{t-1}\left[ \exp \left( -\frac{\varphi_t^{(i)}}{2} W_t^{(i)}(y_t) \right) \right] \equiv V_t^{(i)} \) (which is supposed to exist), we proceed as follows:

\[
E_{t-1}\left[ \exp \left( -\frac{\varphi_t^{(i)}}{2} W_t^{(i)}(y_t) \right) \right] = E_{t-1}\left[ \exp \left( -\frac{\varphi_t^{(i)}}{2} (W_t^{(i)}(y_t) + W_t^{(i)}(s_t^{(i)}) + W_t^{(j)}(s_t^{(j)})) \right) \right]
\]

\[
= E_{t-1}\left[ \exp \left( -\frac{\varphi_t^{(i)}}{2} \left( \Delta^{(i)} y_t K_{t,i} \Delta^{(i)} y_t + 2 \Delta^{(i)} y_t d_{t,i} + W_t^{(i)}(s_t^{(i)}) + W_t^{(j)}(s_t^{(j)}) \right) \right) \right]
\]

where:

\[
\Delta^{(i)} y_t = y_t - y_t^{(i)} \quad \text{and} \quad H_{t,i} \overset{\text{def.}}{=} K_{t,i}, \quad h_{t,i} \overset{\text{not.}}{=} K_{t,i} \delta_{t,i} - d_{t,i}, \quad f_{t,i} \overset{\text{not.}}{=} y_t^{(i)}(h_{t,i} - d_{t,i})
\]

\[
W_t^{(i)}(s_t^{(i)}) \overset{\text{def.}}{=} (s_t^{(i)} - x_t^{(i)})'Q_{iit}(s_t^{(i)} - x_t^{(i)}) + 2(s_t^{(i)} - x_t^{(i)})q_{iit}
\]

\[
W_t^{(j)}(s_t^{(j)}) \overset{\text{def.}}{=} (s_t^{(j)} - x_t^{(j)})'Q_{jij}(s_t^{(j)} - x_t^{(j)}) + 2(s_t^{(j)} - x_t^{(j)})q_{jij}
\]

Substituting \( A_t h_{t-1} + C_t^{(i)} s_t^{(i)} + C_t^{(j)} s_t^{(j)} + E_t e_t^{(i)} + E_t e_t^{(j)} + B_t z_t + D_t + u_t \) for \( y_t \), one obtains:

\[
V_t^{(i)} = E_{t-1}\left[ \exp \left( \omega_2 (u_t) \right) \right] \exp \omega_1(i_t)
\]

\[
= \exp \omega_1(i_t) \int_{R^p} (2\pi)^{-\frac{p}{2}} | \det \Psi |^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \tilde{u}_t' \Psi^{-1} \tilde{u}_t \right) \exp \omega_2 (\tilde{u}_t) \, d\tilde{u}_t
\]

with

\[
i_t \overset{\text{not.}}{=} \left( I_{t-1}, s_t^{(i)}, s_t^{(j)}, s_t^{(o)}, x_t^{(i)}, x_t^{(j)}, z_t, \beta_t, Q_{iit}, q_{iit}, Q_{jij}, q_{jij}, K_{t,i}, d_{t,i}, y_t^{(i)} \right)
\]

and \( \omega_2 (\tilde{u}_t) \) a quadratic function in \( \tilde{u}_t \).

One can write:

\[
\tilde{I}_t^{(i)} \overset{\text{not.}}{=} \int_{R^p} (2\pi)^{-\frac{p}{2}} | \det \Psi |^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \tilde{u}_t' \Psi^{-1} \tilde{u}_t \right) \exp \omega_2 (\tilde{u}_t) \, d\tilde{u}_t
\]

\[
= \int_{R^p} (2\pi)^{-\frac{p}{2}} | \det \Psi |^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \tilde{u}_t' \Psi^{-1} \tilde{u}_t + (\text{linear in } \tilde{u}_t') + (\text{independent of } \tilde{u}_t) \right) \, d\tilde{u}_t
\]

\[
= | \det (\Psi^{-1} + \varphi_t^{(i)} H_{t,i}) |^{-\frac{1}{2}} \int_{R^p} (2\pi)^{-\frac{p}{2}} | \det \Psi |^{-\frac{1}{2}} \exp \omega_3 (\tilde{u}_t) \, d\tilde{u}_t
\]

with \( \omega_3 (\tilde{u}_t) \) a quadratic function in \( \tilde{u}_t \). Now, we find \( \bar{u}_t \in R^p \) such that:

\[
\omega_3 (\tilde{u}_t) = -\frac{1}{2} (\tilde{u}_t - \bar{u}_t)' (\Psi^{-1} + \varphi_t^{(i)} H_{t,i}) (\tilde{u}_t - \bar{u}_t) + (\text{independent of } \tilde{u}_t)
\]
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It follows that:

\[
\text{independent of } \tilde{u}_t \to 2 \Rightarrow \frac{1}{2} \pi_t (\Psi^{-1} + \varphi_t(i) H_{t,i}) - \frac{1}{2} f_{t,i} - \frac{\varphi_t(i)}{2} [\Omega_t^{(i)}(s_t(i)) + \Omega_t^{(j)}(s_t(j))] \not= \omega_4(\pi_t)
\]

and

\[
-\varphi_t(i) \tilde{u}_t [K_{t,i} (A_t y_{t-1} + C_t(i) s_t(i) + C_t(j) s_t(j)) + E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t) - h_{t,i}] = \tilde{u}_t (\Psi^{-1} + \varphi_t(i) H_{t,i}) \pi_t
\]

that is,

\[
\pi_t = -\varphi_t(i) (\Psi^{-1} + \varphi_t(i) H_{t,i})^{-1} [K_{t,i} (A_t y_{t-1} + C_t(i) s_t(i) + C_t(j) s_t(j)) + E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t) - h_{t,i}]
\]

Thus, the integral becomes:

\[
\int_{\mathbb{R}^p} (2\pi)^{-\frac{p}{2}} |\det(\Psi^{-1} + \varphi_t(i) H_{t,i})|^{-\frac{1}{2}} |\varphi_t(i) H_{t,i}| \frac{1}{2} \exp \left((-\frac{1}{2} (\tilde{u}_t - \pi_t)' (\Psi^{-1} + \varphi_t(i) H_{t,i}) (\tilde{u}_t - \pi_t))\right) d\tilde{u}_t
\]

The last integral is equal to 1 because the integrand is the probability density function of a

\[
p\text{-dimensional normal random variable: }
\tilde{u}_t \sim \mathcal{N}(\pi_t, (\Psi^{-1} + \varphi_t(i) H_{t,i})^{-1})
\]

with \(-1\) power denoting inverse.

If we replace \(\pi_t\) by its value, we find without difficulty:

\[
\int_{\mathbb{R}^p} (2\pi)^{-\frac{p}{2}} |\det(I_p + \varphi_t(i) \Psi H_{t,i})|^{-\frac{1}{2}} \exp \omega_4(i_t)\]

where \(I_p\) is a \(p \times p\) identity matrix.

By consequence, we have:

\[
V_t(i) = \exp \omega_5(i_t) \cdot \tilde{I}_t(i) = |\det(I_p + \varphi_t(i) \Psi H_{t,i})|^{-\frac{1}{2}} \exp \omega_5(i_t)
\]

with

\[
\omega_5 \not= \omega_1 + \omega_4
\]

After several algebraic manipulations, one obtains:

\[
\omega_5 (I_{t-1}, s_t(i), s_t^{(i)}, x_t^{(i)}, x_t^{(j)}, z_t, \beta_t, K_{t,i}, d_{t,i}, y_t^{(i)}) = -\frac{\varphi_t(i)}{2} [y_{t-1}' A_t' \tilde{H}_{t,i} (C_t(j) s_t^{(j)} + C_t(i) s_t^{(i)})
\]

\[
+ (s_t^{(j)} C_t^{(j)}) + s_t^{(j)} C_t^{(j)}) \tilde{H}_{t,i} (A_t y_{t-1} + E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t)
\]

\[
+ (s_t^{(j)} C_t^{(j)}) + s_t^{(j)} C_t^{(j)}) \tilde{H}_{t,i} (C_t(j) s_t^{(j)} + C_t(i) s_t^{(i)})
\]

\[
+ (e_t^{(i)} E_t^{(i)} + e_t^{(j)} E_t^{(j)} + z_t B_t + D_t) \tilde{H}_{t,i} (C_t(j) s_t^{(j)} + C_t(i) s_t^{(i)}) + \Omega_t^{(j)}(s_t^{(j)})]
\]

\[
+ \varphi_t(i) (s_t^{(j)} C_t^{(j)}) + s_t^{(j)} C_t^{(j)}) [I_p - \varphi_t(i) K_{t,i} (\Psi^{-1} + \varphi_t(i) H_{t,i})^{-1}] h_{t,i} + \text{independent of } s_t^{(i)}
\]
where:
\[
\tilde{H}_{t,i} \overset{\text{not.}}{=} K_{t,i} - \varphi_t^{(i)} H_{t,i} M_{t,i}^{-1}(\varphi_t^{(i)}) H_{t,i}
\]
\[
M_{t,i}(\varphi_t^{(i)}) \overset{\text{not.}}{=} \Psi^{-1} + \varphi_t^{(i)} H_{t,i}
\]

The first order condition in \( s_t^{(i)} \) writes:
\[
-\frac{\varphi_t^{(i)}}{2} C_t^{(i)} \tilde{H}_{t,i} A_t y_{t-1} - \frac{\varphi_t^{(i)}}{2} C_t^{(i)} \tilde{H}_{t,i}(A_t y_{t-1} + E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t) - \varphi_t^{(i)} C_t^{(i)} \tilde{H}_{t,i} C_t^{(i)} s_t^{(i)}
\]
\[
-\frac{\varphi_t^{(i)}}{2} C_t^{(i)} \tilde{H}_{t,i} C_t^{(i)} s_t^{(i)} - \frac{\varphi_t^{(i)}}{2} C_t^{(i)} \tilde{H}_{t,i} C_t^{(j)} s_t^{(j)} - \frac{\varphi_t^{(i)}}{2} C_t^{(i)} \tilde{H}_{t,i}(E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t)
\]
\[
-\varphi_t^{(i)} Q_{iit}(s_t^{(i)} - x_t^{(i)}) - \varphi_t^{(i)} q_{iit} + \varphi_t^{(i)} C_t^{(i)}[I_p - \varphi_t^{(i)} K_{t,i}(\Psi^{-1} + \varphi_t^{(i)} H_{t,i})^{-1}] h_{t,i} = 0
\]
\[
\left(\varphi_t^{(i)} \neq 0\right) \iff -C_t^{(i)} \tilde{H}_{t,i} A_t y_{t-1} - C_t^{(i)} \tilde{H}_{t,i}(E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t) - C_t^{(i)} \tilde{H}_{t,i} C_t^{(j)} s_t^{(j)}
\]
\[
+Q_{iit} x_t^{(i)} - q_{iit} + C_t^{(i)}[I_p - \varphi_t^{(i)} K_{t,i}(\Psi^{-1} + \varphi_t^{(i)} H_{t,i})^{-1}] h_{t,i} = (C_t^{(i)} \tilde{H}_{t,i} C_t^{(i)} + Q_{iit}) s_t^{(i)}
\]

It follows that:
\[
s_t^{(i)} = G_t^{(i)} y_{t-1} + g_t^{(i)}
\]

with
\[
G_t^{(i)} = -N_{t,i}^{-1}(\varphi_t^{(i)})(C_t^{(i)} \tilde{H}_{t,i} A_t)
\]

and
\[
g_t^{(i)} = -N_{t,i}^{-1}(\varphi_t^{(i)})(Q_{iit} x_t^{(i)} - q_{iit}) + C_t^{(i)}[\tilde{H}_{t,i}(C_t^{(j)} s_t^{(j)} + E_t^{(i)} e_t^{(i)} + E_t^{(j)} e_t^{(j)} + B_t z_t + D_t) - R_{t,i} h_{t,i}]
\]

It is important to note that the strategies adopted depend on the players’ types or characteristics. Accurate estimates are necessary for an efficient implementation of the players’ strategies. These represent a basic information for the optimal decision making process. Policy changes (or other exogenous changes) will cause changes in the players’ decision rules, and thus in their behavioral relationships. This reveals the role played by the information structure in the measurements of the Nash equilibrium. In the case where the policy instruments employed by the players require information on all states of the system, the policy rule becomes complicated from the viewpoint of implementation and computing cost.

As opposed to the Stackelberg equilibrium, the Nash equilibrium is not necessarily defined uniquely (NASH 1950, 1951). Several equilibria may co-exist. In this case, the players are expected to choose the equilibrium which leads to the lowest output level ensuring the system stability. Dynamical systems with several equilibria occur in various fields of economics. It may be the case of a non-cooperative Nash game. The outcome of the game may thus be difficult to predict. It may also exist situations when computing a Nash equilibrium is an intractable problem. A possibility to overcome this limitation is to compute approximate Nash equilibria using randomized algorithms. It is useful to note that Nash equilibrium and Stackelberg equilibrium may give very different outcomes.

Different contexts of decision making generally call for different strategies. When the number of players in the game is large, the equilibrium is generally of non-cooperative type, whereas when the number of players is small, the outcome may be cooperative.

Because the source of randomness may differ from an application to another, the players’ strategies may vary. It is of great interest to know whether small changes in the problem
statement will cause significative changes in the solution equilibrium. It comes to analyze the sensitivity of the results to the choice of policy instruments and rules employed by the players.


7. Concluding Remarks

The present approach extends the solution concept of Nash equilibrium to strategic dynamic games with asymmetric players characterized by endogenous preferences over risk and effort. A complete analytical description of discrete-time closed-loop Nash strategies sensitive to endogenous risk and effort is provided. The borderline case of excessive risk /effort-averse players is considered in the analysis. It reveals important aspects about the close relationship that exists between excessive risk /effort-averse behavior and deviating equilibrium strategy. A cooperative game is generally correlated with an optimal risk-and effort-sharing between the players.

The analysis can be easily extended to a dynamic coalition game model with cooperative and non-cooperative elements. It is the case where a group of players decide to act together, as one unit, relative to the rest of the players, each group being characterized by a joint strategy. One can suppose that players organize themselves in coalitions which form a partition, that is, each player belongs to one and only one coalition. When players form conjectures, they expect to obtain better results than in the individual case. Forming a coalition, this does not eliminate the individual players as decision-makers. In all interactions with the other players, each coalition is represented by an exponent of its members. This arrangement will continue only as long as each player finds it desirable to act in this way. All the coalitions are then examined by each player, the rationality of the game being to choose or not one particular coalition, given the obtained results. Each coalition will play a game of common interests, that is, one with a strongly Pareto dominant payoff vector. However, each player may control his level of cooperation. Therefore, it is possible to exist another contract between the players within each coalition. Most of the existing models in game theory assume that the coalition structure is given exogenously. More realistic, it can be given as an endogenous outcome, being possible to predict which coalitions will form in each given situation. The players’ effort behavior profiles will determine the structure of strategic coalitions. New information in the game affects the players’ effort preferences in the coalition formation process.
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