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Abstract

This note shows how to set up a non-dedicated HPC Linux cluster for MPI- and/or PVM-
based parallel processing using ParallelKnoppix, a bootable CD. The computers that form the
cluster are left in their original state once the cluster is shut down. The setup procedure, which
takes only 5-10 minutes to perform, is explained in detail. Next I give some brief examples of
use of the cluster to execute parallel programs. Finally I discuss the simple steps that can be
taken to personalize the CD to add programs and data.
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1 Introduction

ParallelKnoppix! (P-KPX) is a bootable CD that allows creation of a high performance comput-
ing (HPC) Linux cluster in very little time®. The cluster is temporary - it can be created using
computers that have their entire hard disk(s) occupied by another operating system and users’
data, and this previously existing installation will be intact and unchanged once the cluster is
shut down. P-KPX has been used to set up clusters of up to 50 computers, and it is configured
to allow creation of clusters of up to 200 computers. The results presented in Creel (in press) and
Creel (2005) are illustrative of the computational speedups that can be obtained from parallel
computing applied to problems from econometrics and real business cycle macroeconomic mod-
eling. Those results were obtained using P-KPX in university computer rooms that are ordinarily
used for teaching and students” work, but which are closed at night. This tutorial shows how to
create and use a HPC cluster, step-by-step, using screenshots. It also explains the simple steps
that can be taken to personalize the P-KPX CD to add programs and data. The latest version of
this tutorial is always available at http:/ /pareto.uab.es/wp/2004/62604.pdf.

2 Prerequisites

P-KPX is designed to work with computers of the IA-32 architecture, which includes Intel Pen-
tium IV and Xeon processors, as well as the AMD Sempron and Athlon processors. Future ver-
sions will support the IA-64 architecture when it is more widely adopted. The main requirement
to guarantee a simple setup process is that the network cards of all slave nodes in the cluster al-
low booting across the network using PXE. All newer network cards support this option, though
it may be necessary to configure the BIOS of the slave nodes to enable this feature. Since the slave
nodes will obtain their IP addresses from the dhcp server running on the master node, it may be
necessary to isolate the slave nodes from any other dhcp server that is running.
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2 An experienced user can set up a cluster in around 5-10 minutes, independently of the size of the cluster.
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3 Setup

This section discusses the initial setup of the cluster, up to the point where parallel programs may
be executed.

3.1 Booting up

The master computer must be booted using the P-KPX CD. You may need to enter your BIOS
setup routine to configure the computer to boot from CD. Once this is done, place the CD in one
of your computers, and boot up. You will see something similar to the following:

Hit the Return key to start Linux from CD. If you do not want
to boot from CO, please remowe this CD from the drive now, and
reset your complter.

[Press keys FZ or F3 for help and boot options.
Parallelknoppix version: 2005-10-84
lboot: _

This image clearly reflects the fact that P-KPX is based upon the Knoppix® Linux distribution.
Note that you can press F2 and/or F3 to see information about boot options. Also, the version
number of P-KPX is indicated.

After pressing <ENTER> the computer starts to boot from the CD. After a bit we see
(O —)

luelcome to the PARALLELKNOPPIX live Linux-on-DUDt

Done.
Qe Cp-Rom

FIX compressed image at /cdrom/KNOPFIX/KNOPFIX

514456 11|

8k) on shared memory. . Done

isk
merged with read-urite /ramdisk

997z, 128 KB Cache
daenon: apmd[12061: apmd 3.2.1 interfacing with apm driver 1.16ac and APM BIOS 1.2

nt functions enabled.

setc/fstab. . Done
©thd detected, DHCP broadcasting for IP. (Backgrounding)

on £
rehi

ile found on CD, excouting /cdrom KNOPPIX knoppix.sh.
ve /cdrom KNOPPIX conf igs . the. . .

P-KPX uses Knoppix’s excellent hardware detection to automatically configure the mouse, video
card and network card. This same autodetection will be used for all the computers in the cluster,
which greatly simplifies the creation of a cluster using heterogeneous computers.

When the master computer has booted we are in the KDE desktop environment:

Shttp://www.knopper .net/knoppix/index-en.html
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This is an intuitive graphical user environment. A single left click is used to choose options, open
files, etc. A right click usually reveals options and information. When in doubt, right click.
3.2 Configuration

All configuration is done using a script that you can start from the ParallelIKnoppix/SetupParallelKnoppix
menu item. To access the menu, click on the gear icon to the left of the bottom panel:
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The script configures the first network card (the one that is given the name eth0) to use the IP
address 192.168.0.1. If you have more than one networking card, you may need to switch cables
so that eth0 is the card which connects to the cluster. Next, the terminal server is started to boot
your slave computers. First you get some information:

POC. Pernmin sy =

The Parallel¥nopppix terminal server is a modification of the
RNOPPIX terminal server The master node's first network card (ethl)
has been assigned TP address 192 168, 0.1, and the slave nodes will
go up to 192 1680 %, where x is 3 mmber you will input later. The
slave nodes will boot in text mods, using their PEE-cababls network
cazds (which of course you have already installed). If this is a
problen, see rom-o-matic.net.

Click on OK.

Next you are asked if you want to configure the terminal server:



B

Parallelknoppix, may we take your
order pleass?

i figure
start Start server

stop  Stop server

s K LX Sancel |

Click OK.

Next you are asked how many nodes are in your cluster:

v

How many nodes (total, must be 201 ot
less) are in the cluster?

E] |

s K LX Sancel |

Enter the number, including the master node you're sitting in front of.

Next, you need to choose the network card types that are in your cluster, so that the initial
kernel used to perform the PXE boot is able to set up networking on the slave nodes. There is a
dialog to do this:

1
L3
X

thooss network card(s) to support/probe on client machines
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Select ALL network card types in the cluster, then click OK.
Next, you may need to pass some special options to get your nodes to boot (such as acpi=off,
pci=biosirg, etc.).*

1
L3
x

For some hardvare (certain graphics adapters, monitors) it can be
necessary to specify hoot options (ses knoppix-chestcodes. txt). You
nay add 3 space-separated list of options and parameters here that
will he added to the boot commandline on the client machines. Leave
empty and hit "DK" if your clients don't require any.

s X X ancel

I'just click OK in this example, since I know that the slave node does not require options.

Now, you need to select a partition on the master node’s hard drive on which to create a
working directory. This directory will be made writable, and NFS exported to all machines in
the cluster. Any data or programs placed in this directory will be available to all the nodes. The
working directory will be named “parallel_knoppix_working” to minimize the chances that an
existing directory has the same name. The script will only let you use partition types that are
safe to write to, which includes all common partition types except NTFS. If the hard disk is
entirely occupied by NTFS partitions (not an uncommon case when Microsoft Windows (R) is

4 Use of these options is explained at http://www.knoppix.net/wiki/Cheat_Codes.
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pre-installed on the computer), one can use a USB flash memory for the working space. This is
what I do in the following example:

Fou nust select a hard disk partition to mount EW. A directory
called parallel knoppix working will be created there, and NES
exported to all the machines in the cluster. Whatever you copy into
this directory will be RV accessible from the entire cluster If you
cemove this direstory at shutdown, the entire cluster will return to
the original state before ParallelRnoppix was used Please select
partition on which to create the working directory

>

) /mnt/sdad: [Disk/Partition]

®imnt/sdb: [Disk/Pactition]

S

A X cancel

The following message appears confirming that the partition has been mounted:

- a

X,

0K, vour working directory st
Junt/sdb/parallel knoppizx working has heen NFS expocted.
Anything you place there will he accessible to all nodes.
You have a convenient link to the working directory on
your Desktop. Now is a good time to go turn on the slave

nodes

A link is created on the desktop that points to the working directory, to make navigation com-
fortable.

Next, the working directory must be mounted on the slave nodes. This is only possible after
they have been booted, so a warning message appears:

)

X

Now we ssh into each slave node and mount the working
directory. Ars you sure the slaves are all booted?
Continue vhen the answer is yes. Otherwise you'll have to
ze-do all this, Are you sure...?

A 4

Once the slave nodes are booted, click OK, and you will receive a confirmation:
o ) e

0K, your working directory has been mounted on the slave
nodes

s Ok

Next, the cluster is lambooted so that LAM/MPI° may be used to run MPI-based parallel
programs.® We can see that the 2-node cluster of this example is successfully lambooted:

Shttp://www. lam-mpi.org/
S LAM/MPI is a library of functions that implement the MPI standard (http://www-unix.mes.anl.gov/mpi/). An

alternative library, MPICH (http://www-unix.mecs.anl.gov/mpi/mpich/) is also included on the P-KPX CD, but its use is
not discussed here.
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- THES - A0 —fi=fix
Session Edit View Bookmarks Settings Help
mount : nfsd already mounted or /proc/fs/nfsd busy []

mount: according to mtab, nfsd is already mounted on /proc/fs/nfsd

Exporting directories for NFS kernel daemon...done.

Starting NFS kernel daemon: nfsd mountd.

mikdir: cannot create directory °/mnt/sdb/parallel knoppix working': File exists
Stopping NFS kernel daemon: mountd nfsd.

Unexporting directories for NFS kernmel daemon...done.
fetc/init.d/nfs-kernel-server: line 46: mountpoint: command not found

mount : nfsd already mounted or /proc/fs/nfsd busy

mount: according to mtab, nfsd is &lready mounted on /proc/fs/nfsd

Exporting directories for NFS kernel daemon...done. E
Starting NFS kernel daemon: nfsd mountd.

Done

LAM 7.1.1/MPI 2 C4++/ROMIO - Indiana University

b |l ]

nG node2:1:
nl nodel:1:origin,this_node
il

E:” |4 /home/knoppix/Desktop/Parallelknoppix/Setup/SetupParallelKnoppix |

A message informs that the cluster was successfully created:

- fhir: DR e SetD ] i _E=0x

K, your cluster of 2 nodes is ready te use with the
LAM/MPI and MPICH implementations of MPI. Have fun. This
computer is nodel, and the slaves go up to node? You can
ssh, fish, stc., into them by name. Check out the
exanples. Remember that you need to copy things into the
working directory to use them, it is the only NPS shared
directory

s Ok

You are given a chance to start the ganglia monitoring daemon, to be able to observe the
activity on the cluster:

>
x

i FEEES

If you like, you can start the Banglia monitor to he sble
to ohserve actiwity on the cluster. This may have = slight
negative impact on performance

X

If you click YES, you will see the following information:

i 12 3 v S

0K, ganglia is up, you can visit http://localhost/ganglia
to see how the cluster is working

If you go to the address in the previous figure, you will see information about the cluster (an
example appears below). There is a bookmark stored in the two web browsers included on the
CD.

The cluster is now ready for use. The master node has the IP address 192.168.0.1. The slaves
have IP addresses that go up to 192.168.0.x, where x is the total number of computers in the
cluster. Each computer may be accessed by its hostname “nodex”. Inside the cluster, you can
become the root user on any node simply by entering su in a terminal, or by executing a command
preceded by sudo. To gain root access from outside the cluster, the password is “parallelknoppix”.
This is clearly insecure, and its implications are discussed below.

4 Use

To run programs in parallel, they must be put into the working directory. There are a number of
examples in the ParallelKnoppix directory on the Desktop:
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They will need to be copied to the parallel_knoppix_working directory:
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In the following figure, we see that the pi.f example has been copied from the ./FORTRAN
subdirectory of ./Desktop/ParallelKnoppix/Examples to the working directory, and compiled
and run following the instructions given in the README file that accompanies the example:

(o HEADE
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DBl piic socen mroteronces sl meers wiaies &
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homs /kcoppin/Desktop Parallslinoppin/Exanpl LoCation Edit View Go Bookmarks Tools Settings Window Help ‘
Sl

SATZULATINGIPE 0000 We = BEa cd

FORTRAN B Location: [T jmnt/sdb/perale]_knoppix_working Bzl

This example calculates pi ME: -
pi = 4 x SOM (<1)*n / (2n+1)|% J = o =
Sum is from zero to infinity - e

to 1000 in the program to ge|o¥| ROl wemddoiwe i LS

Then the sum is distributed |g

To compile: o Y flalixh
mpif77 -0 pi pi.f Session Edt View Bookmarks Settings Help

To run mpif77 -o pi pi.f =
mpirun -np 4 pi mpirun -np 10 pi

Partial sum from O is 1.25542521
You can use more than 4 |[ Partial sum from 7 is -0.378737205
it crashed with more thail Partial sun from 6 is 0.341916644
Partial sum from 1 is -0.263613692
Partial sum from 3 is -0.284676665
Partial sun fron 5 is -0.317081674
Partial sun from 9 is -0.581133679
Partial sum from 4 is 0.298851134
Partial sum from 2 is 0.273196941
Partial sun fron 8 is 0.441506233
pi = 3.14259165

T
Hard Disk  README 2

thda2] [=]| @ shel =

Ten software processes were run on the 2 computing nodes, 5 processes per node.

A more interesting example is kernel regression, in the . /Desktop/ParallelKnoppix/Examples/Octave

directory. Once this entire directory is copied to the working directory, it may be run by opening
a terminal in the . /Octave/kernel subdirectory inside the working directory (open a terminal by
pressing F4), typing octave to start octave, and then typing kernel_example2:
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(1] 0 Rev 0 Begenp 0 Gass

)
_working/Dstave kernel /Kernel_exanple? n 790 bytes L: 13 C: 0

nslaves =
nslaves = nslaves';

nslaves = [0:5]";

ns =

for i = 1:columns(ns)
n = ns(i);

results

x = 1:n;

®=x';
% = 2%x/n;

#outfile = "Cluster_50_nodes-"; R
outfile = "SMP_4_nodes-";

# slaves go from 0 to 10, then up to 50
[0:10, 5+(1:8)+10];

[1600 3200 6400 12800 25600];

results = zeros(columns (ns)+1,rous(nsla

(1%1,1) = n;

[Welcome to MPITB
loctave:1> kernel_exanple2
In 1600 slaves 6  time 4.919491
In 1600 slaves 1 time 3.298229
In 1600 slaves 2 time 2.536740
In 1668 slaves 3  time 3.133014
In 1600 slaves 4 time 3.129577
In 1600 slaves 5 time 2.919171
In 3200 slaves 8  time 15.489363
In 3200 slaves 1  time 8.796626
In 3200 slaves 2
In 3200 slaves 3
In 3200 slaves 4
In 3200 slaves 5
In 6460 slaves O
In 6400 slaves 1

time 6.393800
time 7.568614
tine 7.467339
tine 6.462405
time 55.371806
time 29.766730
time 26.846541
time 26.699763
tine 23.611874

a1 shel
2 bl

[Report bugs to <bug@octave.org> (but first, p <]
Inttp://www.octave.org/bugs.html to learn how

true = x + (x.72)/2 - 3.1%(x." In 6400 slaves 5 time 19.778648 =
sig = 0.5; ] =
y = true + sigtrandn(n,1); &)

5

7

The previous figure shows the output obtained on a cluster made up of a uniprocessor 3.00 GHz
Pentium IV master node using hyperthreading, and a 2x3.06 GHz Xeon SMP slave node, also
using hyperthreading. So there are 3 real CPUs and 6 virtual CPUs. The cluster was lambooted
to send 2 of every 3 processes to the slave node. Such nonstandard environments are easily cre-
ated by editing the /home /knoppix/hostdef file, issuing the lamhalt command, and then lamboot
hostdef to start the new configuration. In the previous figure we observe that most improvement
is obtained by going from 0 slaves to 2 slaves (so the 3 real processors are all being used), but that
5 slaves is better than 2 slaves (so that all 6 virtual processors are used). We observe that hyper-
threading leads to a modest performance improvement. Following we see the ganglia monitor’s

record of the activity during the kernel regression run:
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Done

We may need to copy files from other computers onto the cluster. This can easily be done

using the fish:// protocol, if we use the konqueror web browser:
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You can use this to copy files to and from any machine that you can ssh into. This is a convenient
means of getting needed information onto the cluster.

One may be interested in using packages that are not included on the P-KPX CD. An example
is APPSPACK’, a program for derivative-free solution of nonlinear programs. Once can down-
load and decompress the source code into the working directory. To compile, we need to do a
trick to set things up as is expected by the package. This trick, as well as the configuration, is

seen in the following:
(G shell=Kon _[ia)ix
Session Edit View Bookmarks Settings Help
E

1n -s fusr/bin/gec /usr/bin/i386-linux-gec

exit
oxit

./configure --with-mpi-compilers

checking whether to enable maintainer-specific porticns of Makefiles...
no
checking build system type... 1686-pc-linux-gnu
checking host system type... 1686-pc-linux-gnu
checking target system type... 1686-pc-linux-gnu

checking for a BSD-compatible install... fusr/bin/install -c

checking whether build environment is sane... yes

checking for gawk... gawk

checking whether make sets ${MAKE) ... yes

checking for mpicxx... mpiCC

checking whether we are using MPI... yes

checking for mpiCC... yes

checking for mpicc... yes %

@] | @ shell

When the package is built, we can run an example by following the information in the README:
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This gives the results:

"http://software.sandia.gov/appspack/
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View Bookmarks.

Thus, we see that as long as packages are built in parallel_knoppix_working, they will run
on the cluster. Once a package has been built, a means of saving it for use in future sessions is
discussed in the next section.

P-KPX also includes PVM? for executing parallel programs. To start PVM, there is a menu
entry:
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I!é;,l £ = office 5
y (I Remastering »

HardDIsk  Hard Dis . settings == Setup Parallelknoppix
thdal] [hdad] g syeter = shutdown Parallelknoppix

& Toys

: 3% Utilties

boaraltell ja Control Center

L—’l Q 4 Find Files/Folders

b o
Parallelknop  HardDisk  Hard Dis ) Home (Personal Files)
pix [sdad] Tsdb| Actions.
 Bookmarks >
= Quick Browser ,
£ Run Command...
Swikchuser — »

£ Lock session

Hard Disk @ Log Out.. “Tutorial

thdaz]

WA Qi mue

PVM and MPI can’t currently be used at the same time. There is a warning (and a veiled
invitation to contribute):

PETAl | Bl R OP RS e

Would you like to use PVM? WARNING - this will disable use of MPI, since
these scripts are so cheesy, Making the two compatible would be &
good project for someone,

If you click OK you see the following;:

8http://www.csm.ornl.gov/pvm/pvm_home.html

10


http://www.csm.ornl.gov/pvm/pvm_home.html

OK, PYM is running. You can type xpvm to see it going. Remember that
IMPI no longer warks,

If you issue the command xpvm, you will see that your nodes have been integrated into the

PVM:

XPVM 128 (F¥M3.4.2) [TID=0x40002]

|Status:  Welcome to XPYM
|Help:

File... Hosts... Tasks... Wews...l Options... Resel...l Help...

Hetwork View
3 =/

LINUX
nodel

LINUX
s node2

N

Close active [l system| Mo Tasks| Net K
| | | | I3 | Time: 0.000
Trace File: [ftmp/xpvm.irace knoppix . PlayBack |4 Overwr

Space-Time: Tasks vs. Time

|

aw| @ N

I\naw Info:

Computing User Defined Overhear [ Waiting | Message —

4.1 Saving your work for another session

You should place your personal files in /home/knoppix/Desktop, since that directory is easy to
save and restore. To save files that are within the /home/knoppix/Desktop directory, I recommend
the following.

1. Use the menu item Knoppix-> Configure-> Save KNOPPIX configuration. Select the first
and second options only (Personal configuration and All data in Desktop).

2. Then save to one of the disk partitions that you are offered. I recommend using a USB key
drive for portability reasons.

Remember that the parallel_knoppix_working icon on your Desktop is not really a directory on
the Desktop, it is a link to a directory on a partition on some storage media. To save work in the
working directory, if must be copied to a real folder on the Desktop.

To re-load your work, do the following.

1. Then re-start ParallelKnoppix when you like.
2. When you are in KDE, mount the partition where you saved your work.
3. Open a terminal there, and type tar -jpPxf configs.tbz

Now whatever files were in . /Desktop are restored. This provides a relatively easy way of adding
your own files and data for multi-session use.
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5 Personalization (Remastering)

It may be that you need to add programs to the CD. This section shows how you can do it. I
assume you already have networking configured so that you can access the Internet, if not, see
the KNOPPIX->Network/Internet->Network card configuration entry in the KDE menu.

First, copy the source to the hard disk. Start the script using the 1-CopySourceForRemaster
script, in the menu

b=

Recently Used Applications
KSnapshot (Screen Capture Program)

Save KNOPPIX configuration

Start PVM (warning, kils MPI)

paralel Floppydisk  HardDi
Knoppic_ (sda2] = Setup Parallelnoppix
working & Control Center
[ TN T T
5] Development
Parallel W+ cdtors
55 2 Emulators
Knoppix -
Para;\:inop Hardpisk  Hardpis £ Some®
i
pix thdal] [=da3] "2 Srephics
¢ Help
® Intemet »
© KNOPPIX

+| & Muttimedia
ice

Remastering
up Parallelnoppix
utdown Paralielknoppix

It PVM (warning, kils MPI)

-StartCHROOT (Gets you into the chroot environment on th.

= 3-MakeISO (Creates and offers to bum the new ISO image)
& T0ys

Utiities
=] . | i Control Center
‘}. | & ‘{ \= { Find Files/Folders
-~ (g S 2 Help
Tutorial.pdf  Hard Disk Hard Dis 4} Home (Personal Files)
nd [sdbl| Actions
© Bookmarks

< Quick Browser

=i | & Run Command
S ‘I @ Suicch User
(— [ Lock Session
CD-ROM Hard Disk  Parallelkr @ Log Out.
[cdrom] [hdad] ix - B =
RN I mae @M

This will ask you where you would like to copy the source to. Select a disk partition with enough
space (4GB should be enough - you need room for the decompressed source and for the ISO
image you will eventually create):

)

Select a hard disk partition on which the source should be copied.
A directory called parallel_knoppix_remaster will be created at the root level
1at partition. Which partition would you like to use? (about 2GE free space is neer

O jmintthdaz;: [Disk/Partition]

O jmintthda3: [Disk/Partition]

@imnt/hdad: [Disk/Partition]

O fmntysdaz: [Disk/Partition]

U jmintjedad: [Disk/Partition]

X col

After you choose a partition and click OK, you will need to wait a while while the source is
copied from the CD to the hard drive. Eventually you’'ll see a message telling you it worked:

) N Parallzlifnuppli Copy source fo BID furn o) i) %)
OK, ths ParallslkNoppix sourcs is now on ths HD, ready for
remastaring

Next, run the 2-StartCHROOT script:
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Ay E‘ N

Recently Used Applications

porsll. 0%y 9K oo conter
krogelC ot smtin
A fopasviaresn
Konapanot (crean Copturs Prorom
—_— = 14 save KNOPPIX configuration
nous ] | Al A
(g | (3] Development v
R o e ;
Famtaiep) o] £ ;
Fr R
2 Graphes ;
ol :
| © KNOPPIX »
& Multimedia ,

2 fice
Tutorial

etup Parallelnoppix
hutdown Parallelknoppix
tart PYM (warning, kils MPI)

o D compr
StartCHROOT (Gets you Into the chraot environment on i
3.akel50 (Creates and offers to burn the new IS0 image)

Utlties ,
s, Control Center
Find Files/Folders

2

l.pdf. d Disk SR R
TR LLsi Home (Personal Files)
o) & Adions
¢ Bookmarks v
+ quick Browser '
un Command.
Switch User v

= ] Lock Session
Lo e O e —

fedrom] thdas] “'fi\ =@ v Master

5% olaves

L | (XU

i

[EVRC

This asks you where you copied the source, then gets yon into a
CHROOT environment.

(U /unt/hdal: [Disk/Partition]
(O funt/mda?: [Disk/Partition]
(O funt/mdad: [Disk/Partition]
@ fmnt/hdad: [Disk/Partition]
) /untfadad: [Disk/Partition]

Cancel

You are given some information:

The proper partition has been mounted with the needsd options
Now an xksrm will open, chrooted to the KNOPPIX directory. You
will need to follow the dirsctions in Remaster.html in there
When you are done working, press CTRL-D to exit

Then your chroot’ed window opens up. Note the pleasing shade of blue that reminds you that
this is not your ordinary environment. Do an apt-get update to get information about the latest
versions of packages:

S SChRTOBER _fi=fix

apt-get update

Hit
{Hit
Hit.
Hit.
Hit.
Hit.
Hit.
Hit.
Hit.
Hit.
Hit.
Hit
Hit
Hit
Hit
Hit
Hit

http://Ftp.de.debian.org
http:/#Ftp,de,debian,org
http:/#Ftp,de,debian,arg
http:/#Ftp,de,debian,arg
http://Ftp,de,debian,org
http://ftp,de,debian,arg
http://Ftp,de,debian,org
http://Ftp,de,debian,org
http://Ftp,de,debian,org
http://Ftp,de,debian,org
http://Ftp.de.debian.org
http://Ftp.de.debian.org
https//Ftp.de.debian.org
http://Ftp.de.debian.org
http://Ftp.de.debian.org
http://Ftp.de.debian.org
http:/#Ftp.de.debian.org

stable/main Fackages
stable/nain Release
stable/cantrib Packages
stabledcontrib Release
stable/non-fres Packages
stable/nan-free Releass
testingmain Packages
testing/main Releass
testingfcontrib Packages
testingfcontrib Release
testing/non-fres Packages
testing/non-Free Releass
unstable/wain Packages
unstable/wain Release
unstable/cantrib Packages
unstable/cantrib Release
unstable/nan—free Packages

... then install your favorite missing package using apt-get install:
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G I (=)

{Hit https/¢sscurity,debian,org testing/updates/contrib Release
Hit http:d/ndisurapper,sourceforge,net .o Packages
Hit httpsé/sscurity,debian,ora testing/updates/non-fres Packages
Hit https//sscurity,debian,org testing/updates/non-free Relsass
Tgn http://ndisurapper,sourceforge,net . Release
Hit httpsé/kanotix,com ,¢ Packages
Hit httpsé/kanotix,com ¢ Relsass
Reading Package Lists. .. Tlone
apt gt install Frozerbuthls

Reading Fackage Lists. .. Done
Building Dependency Tree.., Done
The Fallowing HEW packages will be installeds

frozen-bubble
0 upgraded, 1 newly installed, O to remove and 436 not upgraded.
Need to get 74.9kE of archives,
ffter unpacking 295KE of additional disk space uill be used
Get:l httpi//Fip.de.debion,org testingdnain frozen-bubble 1.0,0-5 [74,9E]
{Fetched 74.36E 1n 0s (173kBA)
Selecting previously deselected package frozen-bubble,
(Reading database .., 87781 files and directories currently installed, )
Unpacking frozen-bubble (from ,,,/frozen-bubble_1,0,0-6_1386,deb) ...
Setting up frozem-butble (1,0,0-6) ...,

You don’t want a lot of .deb files in your /var/cache/apt subdirectory making your CD im-
age become enormous, so before exiting, issue the apt-get clean and apt-get autoclean com-
mands. Also, you'll generally want /etc/resolv.conf empty, so issue the command echo "” >

/etc/resolv.conf
When you are done, type CTRL-D to exit the CHROOT environment, and you see:

Leaving chroot envirorment now. Bye.

Next, you need to make the image of your modified P-KPX. The 3-MakeISO entry will do this
for you:

QJ’ = i;% o

Recently Used Applications

parelel FpRY 9K 3 anchR00T (ast you o the chraot rvrorment an
working! Ja Control Center

¥ Network card configuration

(copies the CD comp

Ksnapshot (Screen Capture Program)
All Applications

L'yl | (3] Development
== | tors

Parallelknop  Hard Disk
pix thda]

@ internet
© K0PPIX
& Mutimedia

Fitorial

Remastering
Setup Parallelknoppix
Shutdown Parallelknoppix
Start PVM (warning, kills MPI)

Copy pies the CD
StartCHROOT (Gets you into the chroot environment on th...
3.Makel50 (Creates and offers to burn the new IS0 image)

2
% Utilties
| | . control center
| | L Find Files/Folders
Help

2

—— i
Tutoralpdf  Hard DIk | 3 pome (persona Files)

Actions
Jr Bookmarks

< Quick Browser

& Run Command,

Swich User
- 3 tock Session
CoRoM  Hard Disk L& Log Out i
R = e
c
LeBag N Riye=— L “‘m

It asks you where you put the source for remaster:
T

Select the hacd disk partition on which your remastersd filesystem
cesides. An IS0 image will he created in the
parallel knoppix remaster subdirsctory

O /mt/hdal: [Disk/Portition]
) funt/hdal: [Disk/Partition] E
) /unt/hdad; [Disk/Partition]
@ /mt/hdad: [Disk/Portition]

hd

Cancel

Then it says that things appear to be in order, and asks if you want to proceed:
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Session Edit Wiew Bookmarks Settings Help

0K, All seems well. Create image? Enter to continue &
Press <ENTER> to continue:

\_:4-7| \@| /home/knoppix/Desktop/ParallelKnoppixiRemastering/3-MakelS0 ‘ =

Quite some time later, you'll eventually get to this:
L [VESREGT GRPIK) VI ROTISOICS —f=lix
Session Edit Wiew Bookmarks Settings Help
89.39% done, estimate finish Fri Oct 7 11:32:19 2005 [=]
90.86% done, estimate finish Fri Oct 7 11:32:19 2865
92.33% done, estimate finish Fri Oct 7 11:32:19 2885
93.79% done, estimate finish Fri Oct 7 11:32:19 26685
95.26% done, estimate finish Fri Oct 7 11:32:189 2865
96.72% done, estimate finish Fri Oct 7 11:32:19 2005
98.19% done, estimate finish Fri Oct 7 11:32:20 2005
99.65% done, estimate finish Fri Oct 7 11:32:22 2085
Total translation table size: 2048
Total rockridge attributes bytes: 7813
Total directory bytes: 14336
Path table size(bytes): 86
Done with: The File(s) Block(s) 3416085
Writing: Ending Padblock Start Block 341058
Done with: Ending Padblock Block(s) 156
Max brk space used 52000
341200 extents written (666 MB)
Place a blank CD in the burner =
Press <ENTER= to continue: Ej

\_:4-7| \@| /home/knoppix/Desktop/ParallelKnoppixiRemastering/3-MakelS0 ‘ =

I recommend hitting <CTRL-C> here to abort, and burning the ISO image you have created later,
once you have shut down P-KPX. The ISO image you have created will be in the parallel_knoppix_remaster
directory of whatever partition you chose when you ran the 1-CopySourceForRemaster script.

6 Security

Inside the cluster, the normal user can gain root access simply by typing su. From outside the
cluster, one can login as root using ssh and the root password which was given above. The root
user can gain read /write access to any partition on any computer in the cluster. A malicious user
could view private data and could destroy it. It is clear that P-KPX is not a secure system. It is
very easy to use even for people with no knowledge of clusters, but the ease of use is obtained at
the expense of security. Administrators of systems should not let untrusted users boot the P-KPX
CD, at least unless a good set disk images or some other backup system is in place. One should
also be aware that connecting to the Internet while using P-KPX is not secure. Future work may
be done to improve the security of P-KPX, but for now it is important to think of security issues
before using it.

7 Conclusion
The ParallelKnoppix CD provides a very simple and rapid means of setting up a cluster of hetero-

geneous PCs of the IA-32 architecture for HPC parallel computing. It is not intended to provide
a stable cluster for multiple users, rather is is a tool for rapid creation of a temporary cluster for
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individual use. The CD itself is personalizable, and the configuration and working files can be
re-used over time, so it can provide a long term solution for an individual user.
I'welcome comments, suggestions and contributions from anyone who uses this.
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