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Summary

Structural Vector Autoregressions (SVAR) represent a prominent class of time series

models used for macroeconomic analysis. The model consists of a set of multivariate

linear autoregressive equations characterizing the joint dynamics of economic vari-

ables. The residuals of these equations are combinations of the underlying structural

economic shocks, assumed to be orthogonal to each other. Using a minimal set of re-

strictions these relations can be estimated, the so-called shock identification, and the

variables can be expressed as linear functions of current and past structural shocks.

The coefficients of these equations, called impulse response functions, represent the

dynamic response of model variables to shocks. Several ways of identifying struc-

tural shocks have been proposed in the literature: short run restrictions, long run

restrictions, sign restrictions, to mention a few.

SVAR models have been extensively employed to study the transmission mech-

anisms of macroeconomic shocks and test economic theories. Special attention has

been paid to monetary and fiscal policy shocks, as well as other non-policy shocks

like technology and financial shocks.
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In recent years, many advances have been made both in terms of theory and em-

pirical strategies. Several works have contributed to extend the standard model in

order to incorporate new features like large information sets, nonlinearities, and time

varying coefficients. New strategies to identify structural shocks have been designed

and new methods to do inference have been introduced.
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1 Macroeconomics and Reality

Understanding and measuring the effects of both policy actions and other non-policy

shocks has been, and still is, the centerpiece of the design and the implementation of

sound economic polices and the creation of economic theories to describe the func-

tioning of modern economies. What are the sources of economic fluctuations? What

are the transmission mechanisms of monetary and fiscal policy shocks? What are

the effects of financial disruptions? This is just a sample of questions which have at-

tracted the attention of macroeconomists for many decades, and the answer to these

questions still represents, nowadays, the number one priority of the research agenda

in macroeconomics.

The goal of this entry of the Encyclopedia is to present and discuss a class of mod-

els which have become very popular over the last four decades and which have been

designed to address the type of questions above: Structural Vector Autoregressions

(SVAR).

Structural Vector Autoregressions were introduced by Christopher Sims in a paper

entitled ‘’Macroeconomics and Reality” appeared on Econometrica in January 1980.

The paper establishes a before and after in the history of macroeconometric modeling

and is at the root of any development in the field that has taken place since then.1

At the time the paper was published, there was a widespread dissatisfaction with

the current state-of-the-art econometric techniques used to model macroeconomic

1See Canova (2007), Lütkepohl (2005), Hamilton (1994), Kilian and Lütkepohl (2017) for an

extended textbook description of SVAR models, and Cooley and LeRoy (1985) for a critique.

3



dynamics. During the 70s, policy analysis was mainly performed with large-scale

models which included hundreds of equations and variables. Several criticisms were

raised to this class of models. First, no attention was payed on modeling agents’

expectations. In particular the models were largely inconsistent with the new, at that

time, and growing rational expectation paradigm. Second, model variables were ex-

ante, arbitrarily and without any help of statistical models, categorized into exogenous

and endogenous. Third, the models were full of arbitrary restrictions and assumptions

about causal relationships among variables.

Sims (1980) introduces a new approach to model macroeconomic dynamics. The

model consists of a set of linear multivariate autoregressive equations characterizing

the joint dynamics of economic variables. The residuals of these equations are com-

binations of the underlying structural economic shocks, assumed to be orthogonal to

each other. Using a minimal set of restrictions these relations can be estimated, the

so-called shock identification, and the variables can be expressed as linear functions

of current and past economic shocks. The coefficients of these equations are called

impulse response functions and represent the reaction of model variables to structural

economic shocks. Several ways of identifying structural shocks have been proposed

in the literature: short run restrictions, long run restrictions, sign restrictions, just to

mention a few of them.

Since the publication of Sims’ paper, SVAR models have become the most promi-

nent and popular tool for policy and macroeconomic analysis. Over the last three

decades a myriad of papers has employed this class of models to study business cycles
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dynamics and the transmission mechanisms of both policy and non-policy shocks.

Ramey (2016) provides an excellent and exhaustive review of methods and results

concerning the identification of macroeconomic shocks. The study of the effects

of monetary policy shocks has attracted a great deal of attention. Early contri-

butions are Bernanke and Blinder (1992), Bernanke and Gertler (1995), Bernanke

and Mihov (1998) Christiano, Eichenbaum and Evans (1996, 1998), Cochrane (1994),

Leeper, Sims and Zha (1996), Leeper and Gordon (1992), Pagan and Robertson

(1998), Rudebusch (1998), Sims and Zha (2006), Strongin (1995). Important method-

ological advances were made in Romer and Romer (2004) and Uhlig (2005), and,

more recently, Arias, Caldara and Rubio-Ramı́rez (2016), Gertler and Karadi (2015),

Miranda-Agrippino and Ricco (2017), Jarocinsky and Karadi (2019), Caldara and

Herbst (2019) .

Fiscal policy has also been a popular and widely studied topic. In particular, the

response of private aggregate demand components to fiscal policy shocks has been the

focus of many investigations. Blanchard and Perotti (2002) is the first paper using

SVAR analysis to study the effects of government spending and tax shocks. The main

finding is that government spending leads to a large increase in consumption. Similar

results are obtained by Fatas and Mihov (2001), Gal̀ı, Lopez Salido, and Valles (2007),

Mountford and Uhlig (2002), and Perotti (2002, 2007). On the contrary, Ramey and

Shapiro (1998), find that consumption falls, implying a very smaller than one value

for the government spending multiplier. Similar findings are obtained in Burnside,

Eichenbaum, and Fisher (2004), Cavallo (2005), Edelberg, Eichenbaum, and Fisher

5



(1999), Eichenbaum and Fisher (2005) and Ramey (2011).

SVAR have also been a useful tool to test and assess competing economic theories.

For instance, Gaĺı (1999) employs SVAR analysis with long run restrictions à la

Blanchard and Quah (1989) to investigate the effects of technology shocks on the

economy. He finds that positive technology shocks reduce hours worked, an empirical

finding which is at odds with RBC theory and in line with Neo-Keynesian models.

Other works on the same topic are Shapiro and Watson (1988), King, Plosser and

Watson (1991), Christiano, Eichenbaum and Vigfusson (2003, 2004), Francis and

Ramey (2004), Uhlig (2004), Vigfusson (2004), Basu, Fernald and Kimball (2006),

Beaudry and Portier (2006), Fisher (2006), Fernald (2007) and Francis, Owyang,

Roush and Di Cecio (2010), Pagan and Pesaran (2016).

Over the last forty years, many advances have been made in terms of theory

and empirical strategies, both within the frequentist and the Bayesian approach.

Nonlinearities, time varying coefficients, large information sets are features which

have been recently incorporated into SVAR models to study important features of

modern economies. New strategies to identify structural shocks have been designed

and new methods to do inference have been introduced.

This paper represents a short journey into this class of models. I will review the

theoretical foundations of SVAR models and discuss several important applications.

The remainder is organized as follows: Section 2 discusses the representations. Section

3 describes identification. Section 4 discusses the problem of deficient information.

Section 5 presents several extensions.
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2 Representations

2.1 The Economy

I begin by discussing the class of economic models which is consistent with SVAR

analysis. In the spirit of Frisch (1933) and Slutsky (1927), the macroeconomy is

assumed to be the summation of agents’ reactions to random economic disturbances

of various types occurring at every point in time. Formally, let xt be a n-dimensional

stationary vector of time series with the following representation

xt = F (L)ut, (1)

where ut is a q-dimensional White Noise vector of orthonormal shocks and F (L) =∑∞
k=0 FkL

k is an n×q matrix of polynomials in the non-negative powers of the lag op-

erator L. The vector ut includes the structural economic shocks and the matrix F (L)

contains the impulse response functions, the object that captures agents’ responses

to economic shocks. I impose no restrictions on q and n, the number of shocks and

variables in the economy respectively, i.e. equation (??).

Representation (??) is very general. A special case is when the representation

is derived as the equilibrium solution of a Dynamic Stochastic General Equilibrium

(DSGE) model. Consider the ABCD representation discussed in Fernández-Villaverde

et al. (2007)

st = Ast−1 +But (2)

xt = Cst−1 +Dut, (3)
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where st is an m-dimensional vector of state variables. Representation (??) can be

derived as

xt = [D + C(I − AL)−1BL]ut. (4)

Given that xt represents the whole economy, the number of variables n can be

large. The typical situation is that the econometrician, in his empirical analysis, has

to focus on a subset of variables. Let zt be a s-dimensional (s ≤ n) subvector of

xt. Here we limit our attention to a subset of variables, but in principle zt could

contain combinations of the elements in xt like principal components or averages.

Moreover, we allow zt to be driven only by a subset of shocks uzt of dimension qz, with

qz ≤ q. The structural economic representation for the subset of variables or linear

combinations considered by the econometrician is given by

zt = B(L)uzt (5)

where B(L) =
∑∞

k=0BkL
k is the matrix of structural impulse response functions.

Again, I do not make any assumptions about s and qz but below I will discuss three

different cases.

Here I do not take any stand on the true underlying economic theory. Any model

delivering representation (??) and (??), i.e. a linear (not necessarily square) MA, is

compatible with the analysis discussed below.
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2.2 Vector Autoregressions

Once the class of economic models under considerations has been clarified, let us

focus on the Vector Autoregression representation of the vector zt. By stationarity,

the Wold representation of zt exists, and is given by

zt = C(L)εt (6)

where εt ∼ WN(0,Σ) is the Wold shock, C(L) =
∑∞

k=0CkL
k represents the Wold

impulse response functions and Ck, with k = 1, 2, ..., are matrices of coefficients. If

there are no roots on the unit circle, then an infinite VAR representation exists, and

can be well approximated with a finite-order VAR

A(L)zt = εt (7)

where A(L) = I − A1L− ...− ApLp and Aj, j = 1, ..., p, are matrices of coefficients.

Model (??) is a Vector Autoregression of order p, VAR(p).

The main goal of Structural Vector Autoregression (SVAR) analysis is to to re-

cover the matrix of structural impulse response functions B(L) (global identification)

or some of the columns of B(L) (partial identification) and the corresponding struc-

tural shocks starting from equations (??) and (??). This, in a nutshell, is implemented

in three steps. First, the matrix A(L) and the innovation εt are estimated by least

squares; second, C(L) is obtained by inverting A(L); third, the vector of structural

shocks and structural impulse response functions are obtained as a linear combination

of the vector of innovations and as combinations of the Wold impulse response func-

tions respectively. Before discussing the techniques used in the literature to estimate

9



the structural response functions and the shocks, I will discuss the conditions un-

der which this strategy can be applied successfully and the structural representation

correctly recovered.

2.3 Invertibility, partial invertibility and sufficient informa-

tion

I begin by discussing the concepts of invertibility, partial invertibility and sufficient

information to better understand the conditions under which structural shocks and

their effects can be inferred from current and past values of the data, and more

specifically from the the Wold representation as discussed above.

Invertibility is a property of moving averages representations. According to the

standard textbook definition, the representation (??) is invertible if uzt can be written

as a combination of current and past values of zt with absolutely summable matrices of

coefficients. In other words, observing zt and its past values is equivalent to observing

uzt . If (??) is invertible, then uzt and B(L) can be obtained by taking the appropriate

linear combinations of the Wold shocks and impulse response functions.

A different but very similar concept is the concept of fundamentalness, see Rozanov

(1967). The structural shocks are fundamental for xt if they belong to the linear space

spanned by the present and past history of xt. The main difference with invertibility

is best seen when (??) is square. If the determinant of the matrix of the impulse

response functions has one or more roots with unit modulus (the other roots being

larger than 1 in modulus), the representation is not invertible, since xt does not have
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a VAR(∞) representation; nevertheless, fundamentalness holds, since the residuals of

the projections of xt onto its first k lags converge, as k goes to infinity, to the space

generated by the structural shocks. In the remainder of the paper we focus on the

concept of invertibility.

Chaorur and Jurado (2019) discusses another concept which is related to the

previous ones: recoverability. Recoverability, in essence, means that a shock can be

obtained from the past, present and future values of the data. For instance the process

zt = ut−1 is noninvertible but recoverable.

Invertibility is a global concept in the sense that refers to the recoverability of all

of the shocks in uzt from current and past values of the observable variables. However,

even if invertibility does not hold, still some of the shocks can be obtained as linear

combinations of current and past data. If a shock, or a subset of shocks, can be

recovered, then the property of partial invertibility holds. Partial invertibility has

been discussed in Stock ad Watson (2018) and Miranda-Agrippino and Ricco (2019)

in the context of external instrument identification.

Invertibility and partial invertibility are concepts that can be expressed in terms

of the informational content conveyed in a set of variables. Forni and Gambetti

(2014) introduces the concept of sufficient information. Let vt be any sub-vector of

uzt . The vector zt and the related VAR is sufficient for vt if and only if there exist a

matrix M such that vt = Mεt, i.e. there exists a combination of the innovations that

delivers the structural shocks. Moreover zt is globally sufficient if it is informationally

sufficient for all the elements of uzt . In this case there exists a matrix M such that
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uzt = Mεt. Notice that this last property (global sufficiency) coincides with the

concept of invertibility: the structural shocks can be found as a linear combination

of the current and past values of economic variables. Similarly, sufficient information

for a single shock coincides with the concept of partial invertibility.

It is worthy to stress the importance of sufficiency and partial invertibility of the

structural moving average representation since it is common practice in the literature

to identify just one single shock or a subset of shocks.

I next discuss the above concepts for three different cases, corresponding to dif-

ferent specifications of the the vector uzt .

2.3.1 The standard case: qz = s

Let us assume that the number of shocks in uzt is the same as the number of variables

in zt, i.e. B(L) is a square matrix. This is the case commonly considered in the

literature. Invertibility requires the following condition to hold: all of the roots of

the determinant of B(L) have to be strictly larger than one in modulus.2 When

this condition holds, then the structural shocks and the structural impulse response

functions can be obtained from the Wold representation as uzt = B−10 εt and B(L) =

C(L)B0 respectively (see Section 3 for the details).3

As already mentioned above, there might be cases where invertibility does not

hold. In this situations, the vector uzt cannot be obtained from the vector of inno-

2Fundamentalness allows the roots also to be on the unit circle.

3Under invertibility B(L)−1zt = uzt . By pre multiplying by B0, B̃(L)zt = B0u
z
t , where B̃(0) = I,

so that εt = B0ut.
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vations. Recently, several paper have shown that noninvertibility is likely to arise in

presence of anticipated shocks, shocks which have delayed effects on the key variables,

see for instance Leeper, Walker and Yang (2008). However, even in these situations it

might be still possible to obtain a subset of shocks, i.e. zt could be partially sufficient

for a subvector of uzt , see Sims and Zha (2006a) and Sims (2012). To illustrate the

point, let us consider the following simple example. Consider the modelz1t
z2t

 =

0.5 L

0.5 −L


u1t
u2t

 (8)

The determinant of the MA matrix, −L, vanishes in zero, so that the MA repre-

sentation is noninvertible and zt is not globally sufficient for ut. Nevertheless, zt is

sufficient for u1t, because z1t+z2t = u1t, and therefore the model is parially invertible.

2.3.2 The nonstandard case: qz 6= s

In the nonstandard case, the number of variables and shocks do not coincide. Let us

start with qz < s, the number of shocks is smaller than the number of variables so

that the MA representation (??) is tall. A tall MA, except in very special cases, is

always invertible. Indeed, noninvertibility requires that the determinant of all of the

qz×qz submatrices of B(L) share exactly the common root on or inside the unit circle.

That case is avoided with a minimum of heterogeneity in the response functions. The

resulting VAR representation exists, it is of finite order and has reduced dynamic rank,

see Anderson and Deistler (2008). The VAR can still be consistently estimated using

standard techniques, but the resulting covariance matrix of the VAR innovations will
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be of reduced rank. This has to be taken into account when the structural shocks are

obtained. The importance of tall systems and singular VARs for shocks recoverability

is discussed in Forni et al. (2009).

We now move to the case qz > s. In this case the model is never invertible and

globally sufficient, there is no matrix delivering uzt as a linear combination of the vector

of innovations. In other words, the variables do not contain enough information to

disentangle structural shocks because there are more shocks than variables. However,

the same logic discussed above applies here. Some of the shocks can be recovered.

For instance, consider a model where the interest rate it is set according to the

rule it = φπt +u1t where πt is inflation and u1t represents the monetary policy shock.

Clearly, in this case the monetary policy shock is always recoverable independently

on the number of other shocks driving the two variables. Suppose there are three

shocks driving inflation and the interest rate. The representation of the two variables

is πt
it

 =

 b1(L) b2(L) b3(L)

φb1(L) + 1 φb2(L) φb3(L)



u1t

u2t

u3t

 . (9)

The model is noninvertible and not sufficient globally, so the vector ut cannot be

recovered from the data. But u1t can be obtained from the combination u1t = it−φπt.

In section 4.1 a simulation is employed to show that the SVAR can correctly estimate

the shock and its impulse response functions.
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2.4 Estimation

Representation (??) (the VAR parameters Ai, i = 1, ..., p, and the covariance matrix

Σ) can be consistently estimated with OLS equation by equation.4 Using the esti-

mates of the VAR parameters, the Wold impulse response functions can be obtained

as follows. Consider the companion form representation

zt = Azt−1 + et

where zt = [z′t ... z
′
t−p+1 ]′, A

(
A

Is(p−1) 0s(p−1),s

)
, A = [A1 ... Ap] and et = [ε′t 0′]′ and

0 is a s(p − 1) × 1 vector of zeros. The coefficients of the Wold representation are

therefore

Cj =
[
Aj
]
s,s

(10)

where [Aj]s,s represents the upper left s×s submatrix of Aj . In this class of models,

OLS represents also the conditional Maximum Likelihood Estimator (where the first

p initial conditions, i.e. z1, are given). The OLS estimator of the VAR parameters

in atstionary models is biased but consistency and asymptotic Normality hold, see

Hamilton (1994).5

4The variance covariance matrix can be estimated as Σ̂ = T−1
∑T
t=1 ε̂tε̂

′
t where T is number of

datapoints used in the estimation.
5The OLS estimator is consistent even when the variables in the VAR are nonstationary, see Sims

Stock and Watson (1991). However in that case the long run impulse response functions are not

estimated consistently as shown in Phillips (1998).
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2.5 Lag selection

An important step in the empirical analysis is the selection of the order of the VAR,

see Ivanov and Kilian (2005) for a review and a discussion. Typically, lag selection is

based on information criteria like the Akaike Information Criteria (AIC), the Bayesian

Information Criteria (AIC) or the Hannan and Quinn Criteria (HQC). The criteria

select the number of lags which provides the best trade-off between model fit and

parsimony. The information criteria take the form

IC(p) = ln |Σ|+ f(p)

where f(p) is an increasing function of the number of lags p whose functional form

varies depending on the specific criterion.6 As p increases the first term of the right

hand side of the above equation becomes smaller but the second increases. The opti-

mal p is the one delivering the smallest IC(p). BIC and HQC are consistent criteria,

while AIC is not since tends to overestimate the true number of lags. However,

the AIC might work better in small samples, and this is one of the reasons for his

popularity.

An alternative strategy to select the number of lags is represented by the sequen-

tial testing procedure, either general-to-specific or specific-to-general. The former

involves, starting from a maximal number of lags, a likelihood ratio tests of the null

hypothesis that the coefficients in Ap are equal to 0. This procedure iterates back-

wards until the null is rejected. The latter involves a sequence LM test of the null

6Let T the sample size and let s the dmension of zt. For the AIC, f(p) = 2
T s

2p. For the BIC,

f(p) = lnT
T s2p. For the HQC, f(p) = 2 ln lnT

T s2p.
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hypothesis of no serial correlation of the VAR residuals starting from a minimum

number of lags. The procedure stops when the null is not rejected.

A third alternative is to choose the number of lags so to minimize the mean

squared prediction error in out-of-sample forecasts.

2.6 Inference

There are several methods available to construct confidence bands for structural im-

pulse response functions. One alternative is to use confidence intervals based on the

asymptotic distribution of impulse response functions (Lütkepohl, 1990). The prob-

lem is that in small samples the distribution of the impulse response functions can

be considerably different. A popular alternative, which does not rely on asymptotic

theory, is represented by bootstrap techniques.7 The idea behind these techniques is

to characterize the distribution of the impulse responses by resampling the sample

of VAR residuals. The standard bootstrap methodology was originally proposed by

Runkle (1987) and relies on the following steps: (i) a VAR(p) is estimated by ordinary

least squares using actual data; (ii) a new sequence of residuals of length T (the sam-

ple size) is re-sampled with replacement from the sample of estimated residuals; (iii)

using the re-sampled residuals, the estimated coefficients and p initial observations,

a new vector of time series is generated using the VAR equations; (iv) with the new

data, the impulse response functions are estimated. Steps (ii)-(iv) are repeated a large

7Byesian Monte Carlo Integration, Sims and Zha (1999) represents a third alternative within a

Bayesian approach.
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number of times and the bands are constructed by taking the percentiles of interest

across all the realizations of impulse responses. Kilian (1998) proposes a bootstrap

after bootstrap approach to correct for the OLS bias in the impulse response functions

which considerably improves the accuracy of the confidence bands.

A potential weakness of the standard bootstrapping approach is that the errors

have to be i.i.d. (although not necessarily normally distributed). An alternative

procedure that doesn’t rely on such a strong assumption is wild bootstrapping, see

Goncalves and Kilian (2004). With this method the sample is computed as in the

bootstrapping procedure above, but the residual is drawn differently. Each residual

is multiplied by a scalar value from a N(0, 1). The paper shows that this approach is

preferable whenever there is conditional heteroskedasticity of any form.

In recent years, several papers have studied several interesting features related

to inference and provided solutions to different problems. Kilian and Chang (2000)

shows that confidence bands constructed with standard methods, especially asymp-

totic intervals and standard bootstrapping, have very low accuracy especially after

horizon 16 (with quarterly data). The simulation is based on an estimated VAR

model including standard US variables. Motivated by these results, several papers

have developed methods based on on local-to-unity asymptotic theory to improve the

reliability of confidence bands, see Wright (2000), Gospodinov (2004) and Pesanvento

and Rossi (2006).
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3 Identification

In this section I present and discuss several approaches that have been employed in

the literature to obtain the structural shocks uzt and the structural impulse response

functions B(L) starting from the Wold innovations and impulse response functions.

3.1 Main concepts

Estimating uzt and B(L) is known as VAR identification. Let us assume that qz = s,

i.e. the number of shocks is equal to the number of variables. Also let us assume that

representation (??) is invertible, or equivalently zt is informationally sufficient for uzt .

This implies that the structural shocks and impulse response functions are related to

the reduced form model as follows:

B(L) = C(L)B0

ut = B−10 εt

where the matrix B0 has to satisfy the condition B0B
′
0 = Σ.

Given that the likelihood function of the model is invariant with respect to B0,

identification in the SVAR context amounts to fixing the elements of matrix B0 under

the covariance restrictions above. The restriction B0B
′
0 = Σ provides s(s + 1)/2

restrictions on the elements of B0. Therefore, there are other s(s−1)/2 free elements

which have to be fixed. Typically, these remaining parameters are obtained using

restrictions derived from economic theory. Below we will see several identification

schemes, i.e. several ways of pinning down the matrix B0.
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As mentioned before, in many situations the researcher is only interested in esti-

mating the effects of a single shock or a subset of shocks. This is the case of partial

identification, and requires fixing only on a column or subset of columns of B0 cor-

responding to the shocks of interests. In the case of identification of a single shock

only (s− 1) restrictions have to be imposed.

Once the structural impulse response functions, B(L), are available, the variance

of the series can be decomposed in order to understand the relative importance of

the identified shocks, the so-called variance decomposition analysis. The variance of

variable j is given by

Var(zjt) =

qz∑
i=1

∞∑
k=1

(Bji
k )2

where Bji
k refers to element j, i of Bk. The contribution of shock l to the variance of

zjt is given by
∑∞

k=1(B
jl
k )2 and the proportion of variance atributable to the shock is

∑∞
k=1(B

jl
k )2∑qz

i=1

∑∞
k=1(B

jl
k )2

.

The quantity ∑K
k=1(B

jl
k )2∑qz

i=1

∑K
k=1(B

jl
k )2

represents the proportion of the forecast error variance of the K-step ahead forecast

of zjt attributable to shock l.

Another useful tool for the analysis is represented by the historical decomposition

analysis. The idea is to generate counterfactual histories for the series of the model in

absence of the estimated structural shock of interest, or in presence exclusively of the

estimated shock. In practice, for the former, the counterfactual histories are simply

20



generated using the VAR equations with the estimated coefficients, B0, and the vector

of structural shocks with the shock of interest replaced by zero. In the latter, the

counterfactual series are generated as above but with the remaining structural shocks

equal to zero.

3.2 A general approach

I first discuss a general approach to implement restrictions on B0. Let S be the

Cholesky factor of Σ (the variance covariance matrix of εt), i.e. the unique lower

triangular matrix such that SS ′ = Σ. Then consider the representation

zt = C(L)SS−1εt

zt = D(L)ηt

with D(L) = C(L)S and ηt = S−1εt. The representation is called Cholesky represen-

tation, and the shocks have the property of being orthonormal, E(ηtη
′
t) = I.8

Now let H be an orthogonal matrix, i.e HH ′ = I, with the property that the

8Another way of obtaining an orthonormal representation is by means of the spectral decompo-

sition. Let V be the vector of eigenvectors of Σ and Λ a diagonal matrix with the eigenvalues of Σ

on the main diagonal. Then an orthogonal system is obtained as

zt = C(L)V Λ1/2(V Λ1/2)−1εt

zt = G(L)ξt

where G(L) = C(L)V Λ1/2 and ξt = (V Λ1/2)−1εt
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representation

zt = D(L)HH ′ηt

zt = B(L)uzt

is the structural representation. The matrix H is the identifying matrix, i.e. the

matrix such that B0 = SH. Notice that, given the uniqueness of S, identification

ultimately reduces to pinning down the orthogonal matrix H.

Orthogonal matrices can be found as rotation matrices using trigonometric func-

tions, or Givens rotations. Consider for instance the case s = 3. An orthogonal

matrix is given by

H =


cos(θ1) sin(θ1) 0

−sin(θ1) cos(θ1) 0

0 0 1




cos(θ2) 0 sin(θ2)

0 1 0

−sin(θ2) 0 cos(θ2)




1 0 0

0 cos(θ3) sin(θ3)

0 −sin(θ3) cos(θ3)


In general the orthogonal matrix can be written as the product of s(s−1)/2 matrices

H =
s−1∏
i=1

s∏
j=i+1

H̃ ij

where H̃ ij is a matrix with sine and cosine on the i-th and j-th row and column, ones

on the remaining diagonal elements and zeros in the remaining off-diagonal elements.

Orthogonal matrices can also be randomly drawn. Typically the elements of H are

drawn in such a way that the columns of H represent the coordinates of orthogonal

uniformly distributed points on the s-dimensional hypersphere. A common technique

to draw H is represented by the QR decomposition. Let P be a s× s matrix whose

elements are independent draws from a standardized normal. Then the decomposition
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decomposes the matrix P into two matrices, Q and R, such that P = QR, where Q is

an orthogonal matrix and R an upper triangular matrix. Which of the two methods

should be used to generate orthogonal matrices depends to a large extent on the type

of application and identification scheme used.

Now let us consider the case of partial identification where only one shock in uzt ,

say uzjt, and the related impulse response functions have to be obtained. In this case

only one column of the matrix B(L), say b(L), has to be obtained. This amounts to

finding one column of the matrix H, say h, satisfying the unit norm condition and the

identifying restrictions. The column of impulse response functions corresponding to

the shock of interest is found as b(L) = C(L)Sh and the structural shock is obtained

as impulse response functions will be found as uzjt = h′S−1εt. In the above three-

variable example, the first column of H is given by

h =


cos(θ1)cos(θ2)

−sin(θ1)cos(θ2)

−sin(θ2)


so that only two restrictions are needed in order to pin down the two unknown

parameters θ1 and θ2. In general s − 1 restrictions are required in order to identify

only one shock.

3.3 Short-run recursive

The short-run recursive approach represents one of the most popular identification

schemes, and has been extensively used in the literature to identify both policy and
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non-policy shocks.9 The main idea is to impose a recursive structure that relates the

innovations and the structural shocks, i.e. the matrix of impact effects of structural

shocks on model variables. From a technical point of view the identification amounts

to considering the Cholesky shocks as the structural shocks, i.e. H = I. This iden-

tification scheme has a few properties. First, different ordering of the variables in zt

will produce different representations. Second, a recursive structure also emerges in

the contemporaneous relationships among variables in the SVAR representation so

that variable j depends on the contemporaneous value of the j − 1 ordered before

but not on the value of the s− j variables ordered after. Third, the effects of a given

shock j are invariant with respect to the ordering of the j−1 variables ordered before

variables j and the s− j variables ordered after.

Such a scheme has been employed for identifying monetary policy shocks, fiscal

policy shocks, oil price shocks and uncertainty shocks, among others. Blanchard and

Perotti (2002) identifies the government spending shock by assuming that the shock

is the only one which affects government spending on impact. The restriction is

implemented by ordering government spending first in a VAR. The first shock of the

Cholesky representation of the model is the government spending shock.10

9A partial list of papers using short-run restrictions, although not necessarily within a recursive

approach, includes Bernanke (1986), Bernanke and Blinder (1992), Bernanke and Mihov (1998),

Blanchard and Perotti (2002), Blanchard and Watson (1986), Bloom (2009), Cochrane (1994), Cush-

man and Zha (1997), Davis and Kilian (2011), Fernández-Villaverde et al. (2015), Inoue, Kilian and

Kiraz (2009), Kilian (2009), Kilian and Vega (2011), Monacelli, Perotti and Trigari (2010), Sims

(1992).
10Many other papers have adopted VAR techniques to identify fiscal policy shocks, see, among
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Kilian (2009) estimates a VAR with three variables, oil production, an indicator of

world demand and oil price and imposes a Cholesky identification scheme to identify

several types of oil shocks: oil price shock (first), demand-driven shock (second) and

precautionary shock (third). The main finding is that oil price fluctuations are mostly

driven by world demand and precautionary demand shocks.11

The monetary policy shock, in the standard monetary VAR including inflation,

GDP growth and the interest rate, is identified by the restrictions that the monetary

policy shock has no effects contemporaneously on both inflation and GDP growth, see

Christiano Eichenbaum and Evans (1996).12 In practice, the interest rate is ordered

last and the policy shock is the last shock of the Cholesky representation. When the

model includes fast moving variables, like financial variables or other interest rates,

these variables are typically ordered after the interest rate, and the Cholesky scheme

others, Burnside, Eichenbaum and Fisher (2004), Cavallo (2005), Caldara and Kamps (2006), Edel-

berg, Eichenbaum and Fisher (1999), Fatás and Mihov (2001), Gaĺı, López-Salido, and Vallés (2007),

Mertens and Ravn (2012,2013), Pappa (2009), Perotti (2005), Ramey (2011), Romer and Romer

(2010), Rotemberg and Woodford (1992), Uhlig (2004).
11Other papers studying the effects of oil prices are Bernanke Gerter Watson (1997), Blanchard

and Gaĺı (2007) Kilian and Murphy (2014), Baumeister and Kilian (2011), Kilian and Vigfusson

(2011a, 2011b.
12The literature on VAR and monetary policy shocks identified using short run zero restrictions

is huge: Bernanke and Blinder (1992), Bernanke and Gertler (1995), Bernanke and Mihov (1998)

Christiano, Eichenbaum and Evans (1996, 1998), Cochrane (1994), Cochrane and Piazzesi (2002),

D’Amico and M. Farka (2011), Faust, Swanson, and Wright (2004), Leeper, Sims and Zha (1996),

Leeper and Gordon (1992), Leeper and Zha (2003), Rudebusch (1998), Sims and Zha (2006), Strongin

(1995) Hanson (2004). Gürkaynak, Sack and Swanson (2005), Strongin (1995).
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Figure 1: Impulse response functions obtained using a Cholesky identification. Solid

lines – point estimates; grey areas – 90% confidence bands.

still can be used to estimate the policy shock as the shock whose position corresponds

to the position of the federal funds rate in the vector of variables. The drawback in

this case is that the recursive identification imposes that the interest rate does not

react contemporaneously to the variables ordered after and in some cases such an

assumption might be controversial.

Here, as an illustration, I estimate the monetary policy shock in a VAR which

includes monthly US data for the (log) CPI, (log) GDP, the one-year rate, and the
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excess bond premium (as in Gilchrist and Zakrajsek, 2012). The span is 1979:7-2012:6.

Figure ?? below plots the responses of the four variables to the third Cholesky shock,

the monetary policy shock. The shock increases the interest rate and significantly

reduces industrial production. Prices increases in line with the very well known price

puzzle, see Sims (1992), which is solved (prices reduce) by including an index of

commodity prices.

3.4 Long-run recursive

Since the seminal paper Blanchard and Quah (1989), identification by means of long-

run restrictions has become a very popular approach.13 The idea is to identify eco-

nomic shocks by restricting some of the elements of B(1) =
∑∞

j=0Bj. Blanchard and

Quah (1989) estimates a bivariate VAR with GDP growth and the unemployment

rate and identify two shocks: aggregate supply and aggregate demand shocks. The

restriction imposed is that only aggregate supply drives (log) GDP in the long run.

In practice the restriction is implemented as follows. Let S = chol(C(1)ΣC(1)′).

Then B0 = C(1)−1S. This creates a lower triangular structure in B(1) = C(1)B0

where the first shock of the resulting representation is the aggregate supply shock,

the second is the aggregate demand shock.

Long-run restrictions have been extensively used for the identification of tech-

nology shocks, to assess the importance of these shocks in shaping business cycles

13See, for example, Canova, Lopez-Salido and Michelacci (2010), Enders and Lee (1997), Gaĺı

(1992, 1999).
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fluctuations.14 In the seminal paper Gaĺı (1999), the technology shock is identified

by assuming that is the only shock driving labor productivity in the long run. In the

baseline specification the vector zt includes labor productivity growth and the growth

rates of employment. The technology shock is the first shock of the representation

obtained using the procedure described above. The main result is that employment

reduces after a positive technology shock. Notice that the same identification can be

applied in larger systems. However, notice that the remaining s − 1 shocks do not

have a structural interpretation, and they can be combined to identify other shocks

leaving unchanged the effects of the technology shock.

When the growth rate of employment is replaced by the growth rate of per-capita

hours worked the results are unchanged: a positive technology shock significantly

reduces the labor input. The result however is not robust across specifications of

hours worked. Indeed when hours are specified in per-capita terms and in levels a

technological improvement significantly increases hours worked, see Christiano and

Eichenbaum and Vigfusson (2003). The results are reported in Figure ??. The left

column reports the results when hours enter the VAR in growth rates while the right

column the results for hours in levels.

A potential drawback of long run restrictions, is that the estimates of the im-

pulse response functions might be distorted when the variables in the VAR display

14See, for example, Basu, Fernald and Kimball (2006), Beaudry and Portier (2006), Christiano

and Eichenbaum and Vigfusson (2003, 2004), Fernald (2007), Fisher (2006), Francis and Ramey

(2004), Francis, Owyang, Roush and Di Cecio (2010), King, Plosser and Watson (1991), Shapiro

and Watson (1988), Uhlig (2004), Vigfusson (2004).
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Figure 2: Impulse response functions of labor productivity and hours worked. Left

column – hours in growth rates. Right column – hours in levels. Solid lines – point

estimates; grey areas – 90% confidence bands.

low-frequency comovements, see Faust and Leeper (1997), An example is precisely

the case of labor productivity growth and (log) per-capita hours worked. Indeed

Fernald (2006) shows that when low frequency comovements between labor produc-

tivity growth and per-capita hours are removed, then a positive technology shocks

significantly reduces hours even when specified in levels. However, Gospodinov, May-

nard and Pesavento (2011) shows that, if a long run comovement is actually in the

data generating process, then removing it can produce a bias in the impulse response

functions of the detrended variables.
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3.5 Sign restrictions

Sign restrictions were introduced in the seminal paper Uhlig (2005). Since then, they

have become a popular tool for identifying structural shocks in VAR models. Rubio-

Ramı́rez, Waggoner and Zha (2010) presents a formal and exhaustive discussion of

this approach.15 In this section I first discuss some technical details of the approach

with some examples and then I will provide a discussion at the end of the subsection.

The main idea is to restrict the sign of the effect of the shock, instead of im-

posing quantitative restrictions like the zero restrictions discussed before. Consider

the following example. Consider a VAR for inflation and GDP growth. Assume the

two structural shocks driving the two variables are a supply and a demand shock.

A positive demand shock is assumed to increase both inflation and GDP growth on

impact. A positive supply shock is assumed to reduce inflation and increase GDP

growth on impact. How can these restrictions be implemented? The impact effects

are given by SH, where

H =

 cos(θ1) sin(θ1)

−sin(θ1) cos(θ1)

 .

Assume, with no loss of generality, that inflation is ordered first and GDP growth

15This approached has been extensively used to identify a wide range of economic shocks. See,

for example: Baumeister and Peersman (2010), Canova and De Nicolò (2002), Canova and Paustian

(2011), Canova and Pappa (2007), Chari, Kehoe and McGrattan (2008), Dedola and Neri (2006),

Faust (1998), Foroni, Furlanetto and Lepetit (2018), Fujita (2011), Furlanetto, Ravazzolo and Sar-

feraz (2018), Inoue and Kilian (2011), Kilian and Murphy (2011, 2014), Pappa (2009), Scholl and

Uhlig (2008), Weale and Wieladek (2016).
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second, the demand shock is the first one and the supply shock the second one. The

four restrictions that have to hold are

S11cos(θ1) > 0

S21cos(θ1)− S22sin(θ1) > 0

S11sin(θ1) < 0

S22sin(θ1)− S22cos(θ1) > 0.

The first two restrictions concern the demand shock while the remaining two define

the supply shock. Notice that within this approach we might be confronted with two

very different situations. First, there is a set of values of θ1 satisfying the restrictions

(this is why this type of identification is also known as set identification). The impulse

response functions associated to the different values of θ1 can be similar or different.

In this sense there exists identification uncertainty which contributes, together with

the estimation uncertainty, to the total uncertainty surrounding the impulse response

functions. Increasing the number of restrictions typically helps in reducing identifi-

cation uncertainty. On the contrary it could be the case that there is no value of θ1

satisfying the restrictions. In this case some of the restrictions should be relaxed in

order to identify the shocks.

Sign restrictions are typically implemented in a Bayesian VAR framework, as in

Uhlig (2005) since a distribution for θ has to be specified. However, very recently,

Granziera, Moon and Schorfheide (2018) proposes an approach to construct confi-

dence bands that are valid from a frequentist perspective. Giacomini and Kitagawa
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(2018) develops a multiple-prior Bayesian approach which reconciles the discrepancies

between the Bayesian and frequentist approaches in set identified models.

Sign restrictions have received a lot of attention and several criticisms were raised.

For instance, Canova and Paustian (2011) shows that sign restrictions can be suc-

cessfully used only when the shock is important and has large effects. Fry and Pagan

(2011) points out that the median response will not correspond to any specific draw

of the impulse response functions but it will be a mix of several models. For this

reason, one should be careful in interpreting the median impulse response functions.

They suggest to take the draw which is the closest to the median response.

Baumeister and Hamilton (2015) shows that the typical uniform prior onH implies

nonuniform distributions for some of the structural parameters. This means that the

prior, unlike typically thought, is actually informative about the parameter space. To

address this problem, the paper proposes a general framework for Bayesian inference

in structural VARs, designed to optimize the prior information.

Arias, Caldara and Rubio-Ramı́rez (2019) extends the sign restrictions approach

by imposing restrictions also on the parameters of the implied VAR representation.

For instance, in the context of a monetary policy shock, they impose the restrictions

that the parameters of the monetary policy rule associated to inflation and output

cannot be negative. By adding these restrictions they overturn the main result of

Uhlig (2005) that monetary policy is neutral.
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3.6 Narrative approach

The approach consists of two steps. In a first step, narrative evidence obtained

from historical records is used to construct a proxy measure of the shock of interest.

In a second step, the variable is used in a statistical model in order to derive the

impulse response functions of the variables of interest to the shock. The second step

typically involves the estimation of a SVAR, a VARX or simply a linear regression

with controls. The approach has been used for identifying several types of shocks:

oil shocks (Hamilton, 1985), government spending shocks (Ramey, 2011), monetary

policy shocks (Romer and Romer, 2004), and tax shocks (Romer and Romer, 2010,

Mertens and Ravn, 2012, 2013).16

Let us consider a simple example. Suppose that Nt is the measure for the struc-

tural shock of interest constructed using narrative evidence. In the second step a

VAR for (Nt z
′
t)
′ is estimated and the impulse response functions are derived as the

impulse response functions of the first shock of the Cholesky decomposition.

An alternative is to estimate the VARX model

A(L)zt = P (L)Nt + εt (11)

where P (L) = P0+P1L+...+PrL
r and obtain the impulse response functions to Nt as

A(L)−1P (L). The two alternative coincide as long as Nt is truly exogenous, no other

structural shock have any effect on the variable, and Nt has no serial correlation.

16Other papers using the narrative approach are Alloza (2017), Coibion et al. (2017), Favero and

Giavazzi (2012), Owyang, Ramey and Zubairy (2013), Ramey and Zubairy (2018), Tenreyro and

Thwaites (2016).
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A third alternative is to estimate the impulse response functions for variable zit

at horizon j as the coefficient βji in the following linear regressions

zit+j = αi + βjiNt +X ′tγ
j
i + et (12)

where Xt is a vector of controls and γji a vector of coefficients.

Here, as an illustration, I study the effects of fiscal policy shocks on consumption

using the war news approach proposed by Ramey (2011). Ramey (2011) constructs

a news variable reporting changes in government spending, as a percentage of GDP,

driven by war episodes. I use both a VAR model and a linear regression.

I consider four types of consumption: total, durable, non-durable and services.

For each type of consumption, I estimate a separate VAR(4) which includes, in this

order, the war news, the log of real government expenditure per capita, the log of

real GDP per-capita, the 3-month T-bill rate, the average marginal income tax rate

of Barro-Redlick and the consumption measure of interest. The government spending

shock is the first shock of the Cholesky decomposition. The VAR also includes a

quadratic trend. The left column of Figure ?? plots the responses of the four types

of consumption. Except for services, consumption significantly reduces, consistently

with Ramey (2011).

Direct projections can be obtained by regressing the consumption measure of

interest on a constant, the news variable and the first lag of the same set of variables

included in the baseline VAR as controls.
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Figure 3: Impulse response functions of a government spending shock using the war

news variable of Ramey (2011). Left column – VAR; right column – linear projections.

Solid lines – point estimates; grey areas – 90% confidence bands.

35



3.7 Proxy-Instrumental variable approach

Another recent approach which is becoming more and more popular is the proxy

approach or external instrument approach developed by Stock and Watson (2012)

and Mertens and Ravn (2013). The approach has been used in many applications,

among others by Gertler and Karadi (2015), to study the effects of monetary policy

shocks.17 The main idea is that in many situations the shock itself is not available to

the econometrician but a proxy is. In what follows I describe how to use this proxy

to estimate the effects of the shock.

Let uz1t be the structural shock of interest whose effects have to be estimated. Let

uz−1t be the vector of remaining shocks in uzt . Let b0 denote the first column in matrix

B0, the vector representing the impact effects of uz1t on zt. Let gt be the external

instrument (the proxy) and assume that the following two conditions hold:

1. gt is correlated with uz1t: E(gtu
z
1t) = φ (relevance condition);

2. gt is orthogonal to the other shocks in uz−1t: E(gtu
z
−1t) = 0 (contemporaneous

exogeneity condition).

Notice that E(εtgt) = φb0, i.e. the covariance between the innovations and the

external instrument is proportional to the impact effects of uz1t. To estimate the

effects of the shock one can proceed as follows:

i Estimate, by ordinary least squares, the VAR(p) process and obtain the vector

17Other examples: Caldara and Kamps (2017), Carriero et al. (2015), Drautzburg, Fernández-

Villaverde and Guerrón-Quintana (2017), Mertens and Ravn (2014), Stock and Watson (2018).
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of residuals ε̂t.

ii Regress each element of the vector of innovations ε̂it on gt. The OLS estimator

is a consistent estimator of φmi

σ2
g

.

iii Normalize some of the effects, say the impact on the jth variable b0,j, and obtain

an estimate of b
b0,j

.

Notice that the normalization will also rescale the standard deviation of the structural

shocks, which will be now equal to b0,j. Olea, Stock and Watson (2018) discuss how to

do inference in this framework, in particular how to cope with the potential problem

represented by the weak correlation between the instrument and the structural shock.

Gertler and Karadi (2015) applies this procedure to estimate the effects of mone-

tary policy shocks. Here we replicate their exercise. The VAR includes: the one-year

rate, the logarithm of CPI, the logarithm of industrial production and the excess

bond premium of Gilchrist and Zakraǰsek (2012). Therefore, zt includes the policy

variable ordered first and then a set of macroeconomic and financial variables. The

data span 1979:7 to 2012:6 and p = 12. The external instrument gt is the change in

the 3 months ahead federal funds future rate in a 30 minute window after the FOMC

announcement in a given month. This instrument is chosen as it is the one that

performs the best, in terms of F-test, in the two stages regression described above.

Figure ?? displays the estimated impulse response functions. Consistently with

the existing literature, a contractionary shock decreases significantly and persistently

both inflation and output. Furthermore, it increases significantly the excess bond
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premium on impact and for the first 7 months after the shock.

A recent paper, Miranda-Agrippino and Ricco (2017), shows that the instrument

used in Gertler and Karadi (2015) is not exogneous. More specifically the paper shows

that the instrument is driven, to some extent, by the Fed’s expectations about future

economic conditions which are ultimately influenced by nonpolicy shocks. The au-

thors regress the instrument on the Greenbook Forecasts, the component attributable

to Fed’s expectations, and they use the residual as a cleaned and exogenous version

of the instrument. The authors show that with the new variable the results are much

more robust and consistently point to a contactionary effect on prices and output of

the policy shock.

3.8 Mixed restrictions approach

The restrictions discussed above can be used simultaneously yielding mixed identifi-

cation schemes.18 Let me start considering a simple example. Suppose s = 3. The

goal is to identify a single shock using the restriction that such a shock has a zero

effect on the first variable on impact, a positive effect on the second variable and

negative on the third variable on impact. Given that we are interested in a single

shock we can focus on a single column of H. With no loss of generality suppose the

shock is the first. The first column of the product of the three orthogonal matrices,

18See, for example, Gaĺı (1996), Mountford and Uhlig (2009), Binning (2013), Arias, Rubio-

Ramı́rez, Waggoner (2018). A recent paper offering a new take on sign restrictions is Antoĺın-

Dı́az and Rubio-Ramı́rez (2018). The authors propose combining narrative identification and sign

restrictions for SVARs.
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Figure 4: Impulse response functions of a monetary policy shock using Gertler and

Karadi (2015) identification. Solid lines – point estimates; gray areas – 90% confidence

bands.
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as seen before, is

h =


cos(θ1)cos(θ2)

−sin(θ1)cos(θ2)

−sin(θ2)

 .

The impact effect of the first shock on the three variables, i.e. the first column of B0,

again denoted by b0, is given by the product

b0 =


S11 0 0

S21 S22 0

S31 S32 S33




cos(θ1)cos(θ2)

−sin(θ1)cos(θ2)

−sin(θ2)

 .

To implement the first restriction we can simply set θ1 = π/2, i.e. cos(θ1) = 0. This

implies that

b0 =


S11 0 0

S21 S22 0

S31 S32 S33




0

−cos(θ2)

−sin(θ2)

 .

The second restriction implies that

−S22cos(θ2) > 0

and the third

−S32cos(θ2)− S33sin(θ2) < 0.

All the values of θ2 satisfying the two restrictions yield impulse response functions

consistent with the identification scheme.

Mixed restrictions have been largely used in the literature since the seminal paper

Gaĺı (1996), which mixes short and long-run restrictions. More recently, mixed re-
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strictions have been employed to identify news shocks.19 Beaudry and Portier (2006,

2014) uses short and long-run restrictions to identify news shocks. TFP is driven

by two types of technology shocks: surprise and news. The two shocks are the only

shocks driving TFP in the long run but news shocks do not have a contemporaneous

effect on TFP, while surprise shocks do. Barsky and Sims (2011), in the spirit of Uhlig

(2004), identifies the news shock by assuming that the shock has no contemporaneous

effect on TFP but has a maximal effect on the forecast error variance of the TFP

up to a 40-quarter horizon. The approach is also employed in Kurman and Otrok

(2013) to study the dynamics of the slope of the term structure. Forni, Gambetti

and Sala (2014) uses a similar approach but instead of maximizing he forecast error

variance over the whole horizons, they maximize the effect of the shock in the long

run. The rationale behind all these identification schemes is that the news shock is an

important driver of TFP in the long run but, by definition, does not have immediate

effect on productivity.

Here, as an example I identify the news shock assuming that has zero contem-

poraneous effect on total factor productivity on impact and has a maximal effect on

total factor productivity after 60 quarters. Implementation is relatively easy. Let me

first use a three-variable example in order to better understand the mechanics. Again

suppose, with no loss of generality that the TFP is ordered first. Consider again the

19Basu, Fernald and Kimball (2006), Barsky and Sims (2011), Beaudry and Lucke (2009), Beaudry

and Portier (2006), Dupaigne and Portier (2006), Feve, Matheron and Sahuc (2009), Forni, Gambetti

and Sala (2014), Jaimovich and Rebelo (2009), Schmitt-Grohé and Uribe (2012), Sims (2011).
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rotation vector

h =


0

−cos(θ2)

−sin(θ2)


Given that the first element of the vector b0 = Sh is zero, the restriction that the

news shock has no effect of TFP on impact is satisfied. Now, let D̃60 =
∑60

j=0Dj the

effects on the level of three variables after 60 quarters in the Cholesky representation.

To maximize the effects after 60 periods one can simply maximize with respect to θ2

the coefficient −D̃12
60cos(θ2)− D̃13

60sin(θ2), where D̃ij
60 is the element i, j of D̃60 .

I estimate a VAR model for TFP, stock prices, consumption, hours worked GDP,

investment, current and expected consumer sentiment.20 The news shock is identified

as described earlier: imposing a zero impact effect and maximal effect after 60 quarters

on TFP. Figure ?? display the results. TFP increases slowly to its new long-run level.

Consumption increases on impact but investment reduces, which implies a small effect

on GDP. Hours significantly reduce on impact.

3.9 Identification as a statistical device

Sometimes identification is adopted as a simple statistical device. In this strand of

literature, rather than identifying one single type of economic shock, a convolution

of shocks with desired characteristics is isolated. Examples of this approach are: (a)

Generalized IRF, for example, Pesaran and Shin (1998). (b) Business cycle shocks,

combination of shocks that explain most of the variance of GDP at business cycle

20I use the variables in levels to avoid cointegration problems.
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Figure 5: Impulse response functions to a news shock. Solid lines – point estimates;

gray areas – 90% confidence bands.
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frequencies, e.g. Giannone, Lenza and Reichlin (2008), Angeletos, Collard and Dellas

(2018). (c) Real shocks, combinations of shocks that explain most of the variance

of real variables, e.g. Giannone, Reichlin and Sala (2005). (d) Medium run shocks,

combinations of shocks that explain most of the variance at medium horizons, e.g.

Uhlig (2005).

4 Deficient information: diagnostics and solutions

The analysis in section 3 was developed under the assumption that representation

(??) was invertible and zt informationally sufficient for uzt . Here I will present a

discussion of the implications for SVAR analysis when the assumption does not hold.

Noninvertibility of representation (??) can arise for two reasons. First, the econ-

omy itself is noninvertibe, i.e. a left inverse of F (L) in the nonnegative powers of

L in equation (??) does not exist. In this situation it is obvious that there are no

subvectors of xt that can be used to estimate the structural shocks. Noninvertible

economies can arise becasuse of imperfect information as we will discuss in section

5.3. However, this case is largely ignored in the literature and the economy (??)

is typically assumed to be invertible and xt sufficient for ut (and therefore for uzt ).

If the economy is invertible, then noninvertibility of (??) can only arise because zt

does not contain enough information to estimate uzt . In other words, the informa-

tion set of the econometrician (zt−j, j = 0, 1, ...) is narrower than that of the agent

(xt−j, j = 0, 1, ...). This is the situation discussed in the seminal paper Hansen and
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Sargent (1991).21 So, invertibility should be seen as a direct consequence of a deficient

information set. This is the case discussed here.

In recent years, several papers have shown that invertibility does not hold in

many economic models. For instance, in presence of anticipated fiscal or technology

shocks, shocks which do not have immediate effects on fiscal variables (see the next

subsection) or productivity respectively. The information loss is due to the fact

that these variables become non-informative about current shocks being their effects

delayed.22

4.1 SVAR with partial invertibility but not invertibility

As already noted earlier, noninvertibility is an important limitation for SVAR analysis

only when the object of the analysis is the global identifiction of the model, i.e. all

of the shocks have to be identified. As it is clear from Section 3, however, in many

situations the focus of the analysis is just a single shock. In all these cases, the

relevant feature is the information sufficiency for that particular shock, or partial

invertibility. As discussed above, even if the model is noninvertible, a set of variables

can be informationally sufficient for a single shock. In those cases SVAR analysis can

still be valid.

Here, using the simple model discussed in 2.3.2, it is shown that that SVAR

analysis can be successful in recovering the shock when the model is noninvertible

21See also Lippi and Reichlin (1993, 1994) for early reference about the problem of noninvertibility
22News shocks represent a typical example where noninvertibility can arise, see Beaudry, Fève,

Guay and Portier (2016).
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as long as the variables are informationally sufficient for that shock. Consider again

model (??). The model is noninvertible since there are three shocks and only two

variables. However, as observed above, the monetary policy shock can be recovered.

Assume that b1(L) = −0.4L − 0.7L2, b2(L) = −0.5, b3(L) = 0.8, φ = 1.5. Under

this parametrization the monetary policy shock can be correctly identified as the

second shock of the Cholesky decomposition of a VAR with the two variables since

b1(0) = 0. I generate 1000 dataset with ut ∼ N(0, I). For each dataset a VAR with

AIC lags is estimated. Figure ?? plot the median, the 2.5th and 97.5th percentile

of the responses, together with the true theoretical response. The median and the

theoretical response perfectly overlap, showing that a VAR can correctly estimate

the responses even when the variables are less than the shocks. Obviously the second

shock of the Cholesky representation will not have any structural interpretation since

it will be combination of the current and past values of the remaining structural

shocks.

4.2 Shocks with delayed effects

Leeper, Walker and Yang (2008) shows that noninvertibility in VAR models naturally

arises in an economy with fiscal foresight.23 Starting with a standard growth model

with log preferences and inelastic labor supply, the authors obtain the equilibrium

23Simple examples of noninvertiblity in economic models can also be found in Lippi and Reichlin

(1993) and Fernández-Villaverde, Rubio-Ramı́rez, Sargent and Watson (2006).
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Figure 6: Impulse response functions from the simulation. Black solid- theoretical;

blue solid - mean of the point estimates; gray areas – 5th and 95th percentiles.

capital accumulation equation

kt = α1kt−1 + at − κ
∞∑
i=0

θiEtτt+i+1 (13)

where κ = (1− θ)
(

τ
1−τ

)
, τ being the steady state tax rate and θ < 1, and kt, at and

τt are the log deviations from the steady state of capital, technology and the tax rate,

respectively. Under the assumption that that the effect of fiscal policy on taxes is

delayed by two periods, technology and taxes follow

at = uA,t

τt = uτ,t−2
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where uτ,t and uA,t are i.i.d. shocks that economic agents can observe. The solution

with two periods of foresight for the model variables is
at

kt

τt

 =


0 1

−κ(L+θ)
1−αL

1
1−αL

L2 0


uτ,t
uA,t

 . (14)

Equation (??) represents a special case of of model (??). Now, let us consider the

square subsystem given by the first two rows (technology and capital): the determi-

nant −κ(L+θ)
1−αL vanishes for z = −θ, which is less than 1 in modulus. Similarly, the

determinant of the submatrix given by the first and the last rows (technology and

taxes) is z2, which vanishes for z = 0. Finally, the determinant of the subsystem

formed by the second and the last row (capital and taxes) also vanishes for z = 0. In

conclusion, (uτ,t, uA,t)
′ is non-invertible for any pair of variables on the left-hand side,

implying that standard VAR techniques are unable to correctly estimate the fiscal

shock.

4.3 Diagnostics

From an empirical point of view the key question is whether zt includes enough

information to estimate the structural shocks and their impulse response functions.

Several papers have suggested procedures in order to address the question. Chen,

Choi and Escanciano (2017) shows that, with non-Gaussian i.i.d disturbances, the

Wold innovations are a martingale difference sequence if and only if the structural

shocks are fundamental. Using this theoretical result, the authors propose a testing
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procedure to assess whether the Wold innovations are martingale difference sequence.

Giannone and Reichlin (2006), based on a result in Forni and Reichlin (1996),

uses a Granger causality test to assess whether a set of variables has an invertible

representation. Forni and Gambetti (2014) proposes a Granger causaility test for

global sufficiency and an orthogonality test for sufficiency of a single shocks. The

main differenece between the two procedure is that Forni and Gambetti (2014) uses

the principal components since the test is constructed on the basis of a theoretical

necessary and sufficient condition of information sufficiency. Canova and Sahneh

(2018) suggests to use the Geweke, Mese and Dent (1983) version of the Granger

causality test applied on the VAR residuals. This type of test has been used in

Ramey (2011) to show that the government spending shock obtained with a SVAR á

la Perotti (2008) is predicted by the forecast of public expenditure from the survey

of professional forecasters and therefore cannot represent the government spending

shock.

4.4 Solutions I: Extending the information set

If sufficiency is rejected, a solution to the problem is to enlarge the information set.

The simplest way would be to add variables in zt. The main problem is that in general

is not clear what variables should be included.24 An alternative is to augment the

vector zt in the VAR with the relevant factors and estimating a Factor-Augmented

VAR model (FAVAR), see Bernanke Boivin and Eliasz (2005). The rationale is that

24Jarocinski and Mackoviak (2018) propose a procedure to select the correct variables.
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the factors are the objects that convey all of the relevant information about the

dynamics of the economy. When the data are generated by a DSGE model, the

factors span the space spanned by the state variables of the model. The factors can be

consistently estimated with the principal components of a large dataset, see Stock and

Watson (2002). Thus, the factors add to the model the relevant information coming

from many economic series, and this can solve the deficient information problem.

FAVAR models have been extensively used over the last years precisely to cope

with the problem of narrow information sets and it has been shown that they can solve

many existing puzzles.25 The factors can be consistently estimated with the principal

component estimator and the number of factor to be included can be established by

repeating the same test (Granger causality or orthogonality depending on the goal of

the application) with the vector of variables augmented by the factors.

An alternative to FAVAR models to solve the problem of deficient information is

represented by large Bayesian VAR, see Banbura Giannone and Reichlin (2010). The

Bayesian approach allows to handle large dataset and include hundreds of variables in

the model. The curse of dimensionality problem is solved by setting the degree of prior

tightness in relation to the model dimension. A potential drawback is that in large

BVAR the number of restrictions to identify economic shocks increases substantially.

Large BVAR have been extensively used for both forecasting and structural analysis,

see, among others, Ellahie and Ricco (2017).

25See, for example, Bianchi, Mumtaz and Surico (2009), Boivin, Giannoni and Mihov (2009),

Ludvigson and NG (2009), Mumtaz and Surico (2008) and Moench (2008), among others. Bernanke

and Boivin (2003) investigates the mapping between large-N models and DSGE models.
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There are class of models that can handle high dimensional datasets. For instance,

Dynamic Factor Models have been extensively used for structural analysis in recent

years, see Forni et al (2009). Panel VAR, see Canova and Ciccarelli (2013) for a survey,

or Global VAR, see Pesaran, Schuermann and Weiner (2004), represent alternative

approaches. PVAR and GVAR are typically employed when the goal is to have a

multicountry or multisector models.

4.5 Solutions II: Dynamic rotations

A different approach to confront with the problem of noninvertibility and nonfun-

damentalness consists of directly estimating the nonfundamental representation by

applying dynamic rotations by means of Blaschke matrices. The approach was orig-

inally proposed by Lippi and Reichlin (1993, 1994) and has been recently used in

several applications.

First of all let us consider the definition of Blaschke matrix. M(z) is a Blaschke

matrix if (i) has no poles less or equal to one in modulus and (ii) M(z)−1 = M∗(z−1),

where M∗ is the conjugate transpose. A property of a Blaschke matrix is that if ut is

an orthonormal white noise then also vt = M(z)ut is a orthonormal white noise. Let

R(αi, z) =

 z−αi

1−αiz
0

0 I


where |αi| < 1 and I is the (n− 1) identity matrix. Then the n× n Blaschke matrix

is given by

M(z) = R(α1, z)K1R(α2, z)K2...R(αr, z)Kr
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where Ki are orthogonal matrices and |αi| < 1. The Blaschke matrix can be used to

derive the nonfundamental representation starting from a fundamental representation.

Let

xt = N(L)vt

be the a fundamental representation of xt. Let wt = M(L)−1vt, where M(L) is a

Blaschke matrix. The nonfundamental representation is given by

xt = P (L)wt

where P (L) = N(L)M(L). Notice that vt is not contained in the space spanned by

the present and past values of xt, but instead lies in the future of ut.

Now, I will use a simple example to illustrate how Blaschke matrices can be used

in a VAR to estimate the impulse response functions to structural shocks when the

structural model is nonfundamental. Consider the following simple structural model

expressed in terms of orthonormal shocks:x1t
x2t

 =

σ1L 0

σ1 σ2


w1t

w2t


where wt = [w1t w2t]

′ ∼ WN(0, I). The process is non-fundamental since the deter-
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minant is zero in zero. The inverse Blaschke matrix is

M(L)−1 = K−1R(L)−1

=

 σ2
σ

σ1
σ

−σ1
σ

σ2
σ


L−1 0

0 1



=

 σ2
σ
L−1 σ1

σ

−σ1
σ
L−1 σ2

σ

 (15)

Notice that R(L) is obtained by setting αi = 0, the root smaller than one of the

determinant. The fundamental representation can be therefore obtained asx1t
x2t

 =

σ1L 0

σ1 σ2


 σ2

σ
L−1 σ1

σ

−σ1
σ
L−1 σ2

σ


v1t
v2t



=

σ1σ2
σ

σ2
1

σ
L

0 σ


v1t
v2t

 (16)

Notice also that (??) corresponds to the Cholesky representation of zt. To estimate the

impulse response functions of the nonfundamental shocks one can therefore proceed in

two steps. First the Cholesky representation (??) is estimated by standard methods.

Second, the Cholesky representation is postmultiplied by the Blaschke matrix M(L).26

Notice that the ratios σi
σ

, i = 1, 2, can be obtained from the Cholesky representation.

This is a very simple example. In general, the main drawback of the approach stems

from the difficulty in identifying the parameters of the Blaschke matrix.

26The Blaschke matrix is given by

M(L) =

σ2

σ L −σ
2
1

σ L

σ1

σ
σ2

σ
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A few recent papers have used this approach to study the effects of nonfundamental

shocks. For instance, Mertens and Ravn (2010) apply this approach to estimate the

effects of anticipated fiscal policy shocks.

5 Extensions

In this section I will discuss a few recent extensions of SVAR models.

5.1 Time-Varying Coefficients VAR

In standard SVAR models the dynamics and the propagation mechanisms of struc-

tural shocks are constant over time. In recent years, however, many papers have doc-

umented several structural changes that industrialized economies have experienced

over the last decades. For instance the literature has shown how the real economy

and inflation are more stable since the mid 80, the phenomenon called the Great

Moderation, see McConnel and Perez Quiros (2000). Another notable example is the

change in the conduct of monetary policy since Volcker’s chairmanship.

The evidence implies that economic dynamics have evolved over time and the

effects of shocks might have changed. For this reason the macroeconometric literature

has developed over the last ten years Time-Varying Coefficients VARs. The model,

developed by Cogley and Sargent (2002), and extended by Primiceri (2005) and Del

Negro and Primiceri (2015), is a generalization of the standard SVAR in the sense
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that the coefficients are assumed to be varying over time:

At(L)zt = εt (17)

where At(L) = I−A1t−...−Apt is a polynomial matrix of time-varying coefficients. A

second generalization, due to Primiceri (2005), has been to introduce, in addition to

variation in the VAR coefficients, stochastic volatility of the reduced form residuals,

so that εt ∼ N(0,Σt).

The resulting impulse response functions, are also time-varying so that the under-

lying MA representation has time-varying coefficients.

zt = Bt(L)uzt (18)

Representation (??) is typically estimated using MCMC methods and Bt(L) is de-

rived from the estimated time-varying VAR coefficients. To estimate the model some

stochastic process for the elements af At(L) and Σt is assumed.

Cogley and Sargent (2002) uses this model to characterize changes in the dynam-

ics of the US economy. What they find is that the mean of the volatility and the

persistence of inflation has substantially declined after mid 80s. They argue that

loose monetary policy, i.e. not enough aggressive against inflationary pressures, was

the main cause of these bad ouctomes in terms of inflation.27

27The paper sparked an interesting debate about the causes of the Great Moderation, see, among

others, Benati (2008), Cogley and Sargent (2005), Primiceri (2005), Gaĺı and Gambetti (2009) and

Canova and Gambetti (2009).
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5.2 Nonlinear VAR

Many papers have studied nonlinearities in the transmission mechanisms of both

policy and non policy shocks, see among others Morley and Piger (2012), Abadir,

Caggiano, and Talmain (2013), Morley, Piger, and Tien (2013). A great deal of at-

tention has been paid on investigating whether policy shocks have state-dependent

effects. For instance do the effects of fiscal policy expansions or contractions depen-

dent on the state of the economy?28 From a methodological perspective, the Smooth

Transition VAR (STVAR) represents a popular tool employed to investigate nonlinear

dynamics (see Terasvirta, Tjostheim, and Granger, 2010). In this model the trans-

mission of shocks depend on an underlying state variable which reflects the state of

the economy. The idea is that the effects of a certain shock can be different depending

of the level of this state variable. The typical example is recession versus expansion.29

The model is the following

zt = (1− It)Ã1(L)zt−1 + ItÃ
2(L)zt−1 + εt (19)

where Ã1(L) = Ã1
1 + ...Ã1

pL
p Ã2(L) = Ã2

1 + ...Ã2
pL

p, It = exp(−γxt)
1+exp(−γxt) is the logistic

function governing the transition from one regime to the other and xt is the underlying

28A partial list of papers includes Auerbach and Gorodnichenko (2012), Bachmann and Sims

(2012), Berger and Vavra (2014), and Caggiano, Castelnuovo, Colombo, and Nodari (2015),

Caggiano, Castelnuovo, and Groshenny (2014).
29Barnichon and Matthes (2018) propose an alternative method to directly estimate the nonlinear

moving average representation where the impulse response functions are parametrized by Gaussian

basis functions. They find a high extent of nonlinearity in the responses, especially in terms of sign

of the monetary policy shock.
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state variable, and λ governs the speed of transition from one regime to the other.

The implied MA representation is given by

zt = (1− It)B1(L)uzt + ItB2(L)uzt (20)

The model can be estimated using MCMC methods or, when xt is exogenous with

respect to the structural shocks, by nonlinear least squares.

Auerbach and Gorodnichenko (2012) use a version of this model to study the

effects of government spending in recessions and booms. Using the same identification

scheme as in Blanchard and Perotti (2001), the authors find that government spending

is much more effective in periods of recession, the government spending multiplier

being substantially larger than one. Similar results are found in Caggiano et al.

(2015). On the contrary Ramey and Zubairy (2018), with a longer sample and a

different version of the model, do not find significant differences between recessions

and booms, the multiplier being always smaller than one.

A prominent alterative is represented by regime-switching VAR, see Krolzig (1997),

Hamilton (1989, 1994) and Sims and Zha (2006b). The idea behing these models is

similar to the one discussed above. There is a state variable which governs the model

dynamics but the state is now unobserved and assumed to be generated by a discrete-

time Markov chain. This class of models has been extensively used in recent to study

several important questions see, among others, Sims and Zha (2006b), Barnett Groen

and Mumtaz (2010), Nason and Tallman (2015) and Hubrick and Tetlow (2015).
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5.3 Imperfect information

In recent years several paper have challenged the plausibility of the assumption that

agents perfectly observe the economic shocks hitting the economy30. Rather it is more

realistic to think that agents only observe a noisy signal of the shock

st = ut + et

where ut is now a scalar shock and et is the noise. The implications of imperfect

information for SVAR analysis are deep and problematic. If agents cannot observe

the shocks, then the econometrician, using current and past values of the data, which

are ultimately the outcome of agents’ decisions, will not be able to estimate the

structural shocks. If she could, so would do the agent, contradicting the initial as-

sumption. Technically speaking, this is a case of nonfundamentalness much deeper

than the standard case arising when the agents have richer information sets than the

econometrician. In this case, not even the agents are able to recover structural dis-

turbances. At a first glance it seems that under imperfect information SVAR models

are fated to fail, see Blanchard et al. (2013) and Barsky and Sims (2012).

Let’s see the problem with a simple example. Assume that the the economic

fundamental at evolves according to

at = at−1 + ut−1

and suppose the agent observe the above signal st but not ut itself. The MA repre-

30See, among others, Sims (2003), Beaudry and Portier (2004), Lorenzoni (2009), Angeletos and

La’O (2010), Barsky and Sims (2011), Blanchard, L’Huillier and Lorenzoni (2013)
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sentation of the two variables is given by∆at

st

 =

L 0

1 1


ut
et

 .

which is noninvertible being the determinant zero in zero. Using the Blaschke matrix

discussed above, one can obtain the fundamental representation∆at

st

 =

1 Lσ2
u/σ

2
s

0 1


εt
st

 (21)

where εt
st

 =

Lσ2
e

σ2
s
−Lσ2

u

σ2
s

1 1


ut
et

 . (22)

Notice that the shocks εt and st are jointly white noise, and ?? corresponds to the

Cholesky representation of ∆at and st. This implies that the econometrician estimat-

ing a VAR for ∆at and st would recover two shocks which are combinations of present

and past values of the structural shocks and standard identification techniques cannot

deliver the structural shocks.

However, the structural impulse response functions can be estimated as discussed

earlier by applying the Blaschke factor and the noninvertible shocks can be recovered

by taking combination of the future of the invertible shocks as seen above. Recent

advances in SVAR models under imperfect information are discussed in Forni et al

(2017a, 2017b) and Charour and Jurado (2018, 2019).
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5.4 DSGE Models and VARs

This subsection focuses on the relation between DSGE models and VARs, see Gi-

acomini (2013) and Pagan and Robinson (2916). More specifically, we review the

conditions under which a DSGE model admits a VAR representation, and the con-

ditions under which SVAR models can be employed to estimate the effects of DSGE

shocks, see Ravenna (2007). Consider the following (log) linear solution of a DSGE

model

st = Ast−1 +But (23)

zt = Cst−1 +Dut (24)

where st is an r-dimensional vector of stationary state variables, zt again is the vector

considered by the econometrician, q ≤ r ≤ n, A, B, C and D are conformable

matrices of parameters and B has a left inverse B−1 such that B−1B = Iq. Also

ut = B−1st −B−1Ast−1.

Substituting in zt we have

zt =
[
DB−1 − (DB−1A− C)L

]
st

In the square case q = s we have

zt = DB−1
[
I − (A−BD−1C)L

]
st.

The shocks can be obtained as a square summable combination of the present and

past of zt if and only if the eigenvalues of (A−BD−1C) are strictly less than one in

60



modulus, the so called “poor man’s condition” discussed in Fernández-Villaverde et

al (2007). when this condition holds a VAR representation in the structural shocks

exists

zt =
∞∑
j=0

(A−BD−1C)jBD−1zt−j +Dut.

In many cases, however, the condition is too restrictive since the researcher might

be interested in investigating the effects of a single shock. The theoretical conditions

under which sufficiency holds have been for the first time discussed in Sims and Zha

(2006a). Let us consider the projection of uzit onto the entries of εt

uzit = Mεt + eit (25)

where εt is the innovation of the VAR for zt and the fraction of unexplained variance

in the above regression (recall σ2
uzi

= 1)

δi = σ2
ei
. (26)

When δi = 0 then partial informational sufficiency holds for shock i. The idea is that

in this case the structural shock is an exact linear combination of the innovations. On

the contrary, a large value of δi means that the structural shock cannot be obtained

from the innovations and therefore from a VAR. Notice that, in many cases δi might

be nonzero but small. In these cases information sufficiency is only approximate but

still, as shown in Forni et al. (2018), the shocks can be estimated with very good

approximation.

Notice that the Sims and Zha (2006a) statistic can be used for DSGE validation

(see Canova and Paustian, 2011). For a given DSGE and parametrization δi can be
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computed to understand whether a given VAR specification can be used to compare

the empirical impulse response functions to the theoretical DSGE impulse response

functions.
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[37] Blanchard, O.J., and and J. Gaĺı (2007), The Macroeconomic Effects of Oil Price

Shocks: Why are the 2000s so different from the 1970s?, NBER Chapters,in:

International Dimensions of Monetary Policy, pages 373-421 National Bureau of

Economic Research, Inc.

67



[38] Blanchard, O.J., J.P L’Huillier and G. Lorenzoni (2013), News, Noise, and Fluc-

tuations: An Empirical Exploration, American Economic Review, 103 (7): 3045-

70.

[39] Blanchard, O.J., and R. Perotti (2002), “An Empirical Investigation of the Dy-

namic Effects of Shocks to Government Spending and Taxes on Output”, Quar-

terly Journal of Economics, 117, 1329-1368.

[40] Blanchard, O.J. and D. Quah (1989), “The Dynamic Effects of Aggregate De-

mand and Supply Disturbances,” American Economic Review, 79, 654-673.

[41] Blanchard, O.J. and D. Quah (1993), “The Dynamic Effects of Aggregate De-

mand and Supply Disturbances: Reply,” American Economic Review, 83, 653-

658.

[42] Blanchard, O.J., and M.W. Watson (1986), “Are Business Cycles All Alike?”

in: R.J. Gordon (ed.), The American Business Cycle, NBER and Chicago Press,

123-179.

[43] Burnside, C., M. Eichenbaum and J. Fisher (2004), Fiscal shocks and their

consequences, Journal of Economic Theory, Elsevier, vol. 115(1), pages 89-117,

March.

[44] Bloom, N. (2009), The Impact of Uncertainty Shocks, Econometrica 77, pp.

623-685.

68



[45] Boivin, J., and M.P. Giannoni (2006), “Has Monetary Policy Become More Ef-

fective?”, Review of Economics and Statistics, 88, 445-462.

[46] Boivin, J., M.P. Giannoni and I. Mihov (2009), Sticky Prices and Monetary

Policy: Evidence from Disaggregated US Data, American Economic Review, 99

(1): 350-84.

[47] Caggiano, G., E. Castelnuovo, V. Colombo, and G. Nodari (2015), Estimating

Fiscal Multipliers: News From A Non?linear World, Economic Journal, Royal

Economic Society, vol. 0(584), pages 746-776, May.

[48] Caggiano, G., E. Castelnuovo, and N. Groshenny (2014), Uncertainty shocks

and unemployment dynamics in U.S. recessions, Journal of Monetary Economics,

Elsevier, vol. 67(C), pages 78-92.

[49] Caldara, D., and E. Herbst (2019), Monetary Policy, Real Activity, and Credit

Spreads: Evidence from Bayesian Proxy SVARs, American Economic Journal:

Macroeconomics, 11 (1): 157-92.

[50] Caldara, D., and C. Kamps (2006), What Do We Know About the Effects of

Fiscal Policy Shocks? A Comparative Analysis, Computing in Economics and

Finance 2006 257, Society for Computational Economics.

[51] Canova, F. (2007), Methods for Applied Macroeconomic Research, Princeton

University Press: Princeton.

69



[52] Canova, F., and M. Ciccarelli (2013), Panel Vector Autoregressive Models: A

Survey, ECB Working Paper No. 1507.

[53] Canova, F., and L. Gambetti (2009), “Structural Changes in the U.S. Economy:

Is There a Role for Monetary Policy?,” Journal of Economic Dynamics and

Control, 33, 477-490. 46
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