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Abstract

We analyze the optimal contract in static moral hazard situations, where the agent’s effort is not verifiable. We first present the main trade-offs of the principal-agent model. We cover the trade-off of incentives (motivation) vs. risk-sharing (efficiency), incentives vs. rents (when the agent is protected by limited liability), incentives to a task vs. incentives to another (in a multitask situation), and incentives to the agent vs. incentives to the principal (when both exert a non-verifiable effort). Then, we discuss two recent extensions: how incorporating behavioral biases in the analysis of incentives and inserting the principal-agent problem in a matching market affect the predictions of the classical moral hazard model.
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1 Introduction

Moral hazard (also called hidden action), the informational asymmetry related to the agent’s behavior during a relationship, has been a long-time concern for insurance. It is said that the term moral hazard was coined in the nineteenth century by fire insurers to differentiate among the various hazards that cause a fire: physical hazards, both the ones related to the causes (lightning, short circuits) and the ones affecting the magnitude of the loss (type of construction), and moral hazards associated with insurees’ behavior (less precautions or careless behavior). Since Arrow (1963, 1968, 1971) and Pauly (1968), models of moral hazard and its applications have increasingly been recognized as key elements in understanding sharecropping contracts, corporate governance, licensing agreements, and executive compensations, to cite just a few examples. Moral hazard models are now taught in many undergraduate majors and most graduate programs.

In this chapter we review the literature on moral hazard in static environments. In its simplest version, a moral hazard problem is presented in the contractual relationship of a principal (she) and an agent (he) that works for her on a project. The effort of the agent determines the probability distribution of the project’s outcome. There is a moral hazard problem when it is not possible to verify the agent’s effort. This implies that effort cannot be contracted upon, because in the case of breach of contract, no court of law could know if the contract had really been breached or not. In this case, once hired, the agent will decide the level of effort that he prefers, taking into account how payments change with the outcome, that is, given the payment scheme that he has accepted. The payment scheme is the indirect way in which the principal can sway the agent’s behavior.

The shape of the optimal payment scheme comes from the maximization of the principal’s benefit subject to two constraints: the agent
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1 Aetna Insurance co. (1867).
2 The first efforts toward understanding and solving the principal-agent problem were due to Zeckhauser (1970), Spence and Zeckhauser (1971), Ross (1973), Stiglitz (1974), Mirrlees (1975, 1999), Harris and Raviv (1979), Holmström (1979), and Shavell (1979a, b).
4 The participants can be individuals or institutions. Examples are bank regulator and bank, shareholders and manager, and insurer and insuree.
5 In this chapter we will refer to the agent’s effort, but the agent may be taking a decision or an action.
participation constraint (the agent will only sign the contract if by doing so he obtains at least as much as his opportunities outside this relationship), and the incentive compatibility constraint (that recognizes that the agent will choose the effort that is best for him given the contract).

The general moral hazard problem is not easy to analyze. However, some simple set-ups have been very successful when adopted to study particular situations. First, it is generally assumed that the principal is risk neutral, and the agent’s utility is separable in payment and effort. Still, these hypotheses do not allow us to have a simple enough problem. Second, it is often assumed that the “first-order approach” (FOA) is valid or that the agent chooses among a finite number (usually two) of possible efforts. While several interesting properties of the optimal contract can be derived thanks to these hypotheses, they do not allow the general derivation of explicit solutions. Thus, in many extensions and applications, further simplifications are used in order to find specific solutions. We will describe and bring into play two of these specifications that consider particular functional forms for the agent’s utility function combined with certain assumptions on the payment scheme: the case of constant absolute risk aversion (CARA) utility function with linear contracts and the case of risk neutrality with limited liability.

The purpose of this chapter is neither to explain every aspect of the moral hazard problem nor to review each extension or topic. Moreover, for the sake of space, we focus on theoretical models, and we do not cover empirical or experimental results. We have chosen to present the main trade-offs of the principal-agent model and to discuss two extensions that we find particularly interesting: including behavioral considerations and an analysis of the market assignment that determines the partnerships that are formed. The first extension aims to discuss how incorporating behavioral biases in the analysis of incentives may affect the predictions of the classical moral hazard model. We discuss the effect of some of the strands of the literature. We start by considering an agent who not only takes into account his own well-being but also has other-regarding preferences. We then discuss the role of extrinsic and intrinsic motivations and the consequences on the optimal contract. We also cover the literature that concentrates on loss aversion, where the agent evaluates his payoffs not in absolute terms but in comparison with some reference. Finally, we consider the papers which focus on the idea that agents may be optimistic about the production process or overconfident about their ability.

The second extension we present relates to the insertion of the principal-agent problem in a matching market. It is easy to motivate this avenue from the point of view of the agency models. The partial equilibrium
approach characterizes the optimal wage scheme when a principal hires an agent (a given pair Principal-Agent). This approach is well-defined for the case where there is a single principal in the economy or when principals are perfectly competitive and hence get zero profits. In the classical approach, the bargaining power is given to principals or agents by assumption, which implies that the reservation utility or the zero profit condition determines the distribution of surplus. In other words, the effects of competition are summarized by a single parameter of the agent’s outside option (his reservation utility) or the principals’ zero profit condition. However, when we consider explicitly the existence of several heterogeneous principals and several heterogeneous agents, some of the properties obtained in the simple version of the agency problem do not necessarily hold. Thus, empirical work and policy recommendations may be based on the wrong arguments. Moreover, we can address the endogenous determination of the principals and agents that meet.

2 Base Moral Hazard Models

A principal hires an agent to perform a task that we refer to as effort, \( e \in E \), in exchange for a wage, \( w \). The final outcome of the relationship, \( x \), depends on the effort \( e \) that the agent devotes to the task and some random variable for which both participants have the same prior distribution. The set of possible outcomes is denoted by \( X \), which can be a continuous set, in which case we denote \( X = \mathbb{R} \), or a discrete set. The distribution of the random variable induces a probability \( p(x \mid e) > 0 \) of outcome \( x \in X \) conditional on effort \( e \), where \( p(\cdot \mid e) \) is a twice continuously differentiable density function if \( X \) is a continuous set and it is a vector of probabilities if \( X \) is discrete. We denote by \( P(x \mid e) \) the cumulative distribution function, that is, \( P(x \mid e) = \int_{y \leq x} p(y \mid e) \) (or \( P(x \mid e) = \sum_{y \leq x} p(y \mid e) \) if \( X \) is discrete).

Since uncertainty exists, participants may react to risk. We concentrate on the case of a risk-neutral principal and a (possibly) risk-averse agent. Risk preferences are expressed by the shape of their (von Neumann-Morgenstern) utility functions. The principal, who owns the outcome \( x \) and must pay the agent \( w \), has preferences represented by the utility function \( x - w \). The agent, who receives a monetary payoff \( w \) for his participation in the relationship and supplies an effort \( e \), has an additively separable utility function: \( U(w, e) = u(w) - v(e) \), where \( u(w) \) is assumed to be increasing and concave and \( v(e) \) is increasing and convex.\(^6\) The agent can obtain a utility level \( \underline{U} \) outside the relationship.

\(^6\)The key characteristic of this class of utility functions is that the agent’s risk aversion (preferences over lotteries) is independent of the effort supplied. Grossman and Hart (1983) assume the most general utility function by considering that the
with the principal. Therefore, he only accepts contracts that give him, in expectation, at least $U$.

Under symmetric information, that is, when effort is verifiable, the optimal (first-best) contract includes the first-best effort $e^{FB}$ and the payment scheme $(w^{FB}(x))_{x \in X}$, which incorporates the optimal risk sharing among the two participants. If the agent is risk averse then the payment mechanism completely insures the agent: he receives a fixed payment.

Under moral hazard, the effort is not contractible and the agent can choose the effort that is best for him, given the contract. Thus, if the principal proposes a fixed wage, the agent’s payment does not depend on his effort and he will choose the effort that is least costly for him, that is, the lowest possible level of effort.

When designing the optimal incentive contract for the moral hazard problem, the principal gets the agent interested in the consequences of his own behavior by making his payoff dependent on the outcome. If the agent is risk averse, given that the outcome is noisy, this entails the cost of distorting the optimal risk sharing among both participants. In this case, the optimal contract solves the trade-off between distorting the efficient allocation of risk and providing incentives.

The optimal contract under moral hazard takes into account the acceptance condition for the agent and his choice of effort. Moreover, it is often the case that arbitrarily low or high payments are not feasible, which would introduce additional constraints into the principal’s program. For example, the agent may have limited liability so that it is not possible to impose a penalty on him (or he should receive a minimum legal wage independent of the outcome). Similarly, it may not be possible for the principal to pay the agent more than the value of the outcome, or she may be constrained (by law or by norm) not to pay too much to the agent. An example of upper bounds are the European Union regulatory cap on bankers’ bonus payments such that “the maximum ratio between the variable and the fixed part of the total remuneration is limited to 100%.” When there are lower and/or upper bounds to the agent’s payment, new trade-offs may appear. For example, the implementation of some (high) efforts may not be possible because there is no room for enough variation in payments or it may become very expensive as it requires awarding the agent an expected utility that is higher than his reservation utility. In the latter case, there is a trade-off between giving extra rents and providing incentives.
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agent’s utility has the form $U(w,e) = K(e)u(w) - v(e)$. Special cases are $K(e) = 1$, i.e., additively separable preferences, and $v(e) = 0$, i.e., multiplicatively separable preferences.
The timing of the relationship between the principal and the agent is the following. First, the principal decides on the contract she offers to the agent, in particular on the agent’s payment scheme \((w(x))_{x \in X}\) as a function of the outcome of the relationship. Then the agent decides whether or not to enter the relationship. Finally, if the contract is accepted, the agent chooses the effort level \(e\) that he most desires, given the agreed contract. This is a free decision by the agent because effort is not a verifiable variable. The principal bears this fact in mind when she designs the contract that defines the relationship, and the “game” can be solved by backward induction. Formally, if we first consider a situation without lower or upper bounds on salaries, the optimal contract under moral hazard is the solution to the maximization problem \((P1)\):

\[
Max_{\{w(x)\}_{x \in X}, e} \left\{ E(x - w(x) \mid e) \right\} \\
\text{s.t. } E \left( u(w(x)) \mid e \right) - v(e) \geq U \quad \text{(PC)}
\]

\[
e \in \arg \max_{e \in E} \left\{ E \left( u(w(x)) \mid e \right) - v(\bar{e}) \right\}, \quad \text{(ICC)}
\]

where \(E(y \mid e)\) denotes the expectation of \(y\) conditional on the effort \(e\). The first restriction of the program is the participation constraint (PC), which states that the agent will not sign a contract that gives him lower expected utility than the alternative market opportunities. The second restriction is the incentive compatibility constraint (ICC), which determines the agent’s effort under moral hazard. If the ICC is not relevant (either because there is symmetric information or because ICC is not binding at the optimum) then the solution to the program is the first-best contract \(\left( (w^{FB}(x))_{x \in X}, e^{FB} \right)\).

The solution to program \((P1)\) provides the optimal contract under moral hazard and the optimal level of the principal’s utility for a given level of the reservation utility \(U\). As the level of \(U\) changes, we obtain the Pareto frontier in the space of the utilities of the two participants. Thus, the main quality properties of the optimal contract hold if instead of considering (PC) we maximize the agent’s utility subject to a participation constraint for the principal.

The main difficulty in solving the general program \((P1)\) is related to the fact that the incentive compatibility constraint is itself a maximization problem. To overcome this obstacle, the literature has adopted two solutions. (a) If the set \(E\) is finite (most papers that follow this approach consider \(E\) to include two levels of effort) then the ICC can be replaced by a finite set of inequalities (just one inequality in the case of two efforts). (b) If the set \(E\) is a continuum, say \(E = [\underline{e}, \overline{e}]\), then we can try to substitute the ICC by its first-order condition, which is
a necessary condition of the optimal effort if it is interior. This is called the first-order approach (FOA). One has to be careful if one follows this approach because the agent’s expected utility may fail to be concave in effort. Hence, using the FOA may be incorrect, and finding the optimal effort in this program difficult.\footnote{Mirrlees (1975) shows that the FOA is generally invalid unless the optimum effort derived from the ICC (the solution to the agent’s maximum problem) is unique. In the absence of uniqueness, the first-order conditions of the principal’s problem when the ICC is substituted by its first-order condition are not even necessary conditions for the optimality of the incentive contract. We describe the conditions at the end of section 2.1.} A possible way out proposed by Grossman and Hart (1983) is to solve the problem in steps, first identifying the optimal payment mechanism for any effort and then, if possible, finding the optimal effort.\footnote{Grossman and Hart (1983) show that this can always be done for additively or multiplicatively separable utility functions. By using the utilities of the wages instead of the wages, the principal’s program with respect to the payment scheme for any effort can be rewritten as a minimization problem where the objective function is a convex cost function subject to (a possibly infinite number of) linear constraints. In particular, when the set of possible efforts \(E\) is a finite set, using Kuhn-Tucker one obtains necessary and sufficient conditions for optimality.} The other possibility is to consider situations where the agent’s maximization problem is well-defined, which requires introducing assumptions for the FOA to be valid.

The moral hazard problem may give rise to several distortions in the optimal contract because it forces the principal to trade-off incentives for the effort of the agent and other objectives. We now discuss characteristics of the solution of \((P1)\) for several cases, emphasizing the trade-offs faced by the principal. We will make it clear in some cases that additional constraints are added to \((P1)\) owing for example to the existence of bounds on the payments.

2.1 Incentives vs. risk-sharing

We first analyze the consequences of moral hazard in situations where the agent is risk averse, that is, \(u(w)\) is strictly concave. In this case, the optimal, first-best contract fully insures the agent. However, providing incentives requires that the agent’s salary depends on the outcome. Thus, the principal needs to trade-off incentives vs. risk-sharing.

We develop the analysis for three different models.

2.1.1 Model 1: Continuous effort

Consider a situation where \(E\) is continuous and the FOA is valid. Denote by \(\lambda\) (resp., \(\mu\)) the Lagrangian multiplier of the PC (resp., the ICC). Then, for a given effort \(e\), Holmström (1979) tells us that the solution to the principal’s program \((P1)\) with respect to the payoff scheme
\((w(x))_{x \in X}\) satisfies, for all \(x \in X\),
\[
\frac{1}{u'(w^*(x))} = \lambda + \mu \frac{p_e(x \mid e)}{p(x \mid e)},
\]
(2)
where \(p_e(x \mid e)\) is the partial derivative of \(p(x \mid e)\) with respect to \(e\). In the optimal contract, both PC and ICC are binding, that is, \(\lambda\) and \(\mu\) are strictly positive. Their value depend on the effort \(e\). The ratio \(\frac{p_e(x \mid e)}{p(x \mid e)}\) is the likelihood ratio of obtaining outcome \(x\) when the effort is \(e\).

The optimal scheme \((w^*(x))_{x \in X}\) and the multipliers \(\lambda\) and \(\mu\) are characterized by the condition (2) for all \(x \in X\) together with (PC) and (ICC). Therefore, the optimal wage scheme for a given effort \(e\) does not depend on the value that the principal places on the outcome: the value of \(x\) does not enter directly into any of these equations. If the wage is a function of the outcome it serves only as an incentive for the agent. Hence, it only depends on the outcome as long as the outcome is informative about the effort. In particular, the necessary and sufficient condition for a better outcome to always lead to a higher wage, that is, \(w''(x) > 0\), is that the likelihood ratio is increasing in \(x\). This condition is called the monotone likelihood ratio property (MLRP), which holds when
\[
\frac{p_e(x \mid e)}{p(x \mid e)}\text{ is strictly increasing in } x
\]
(MLRP)
for all \(e > \underline{e}\).\(^{10}\)

Moreover, MLRP together with CDFC (convexity of the distribution function condition), which are often called the Mirrlees-Rogerson sufficient conditions, are sufficient conditions for the validity of the FOA (Mirrlees, 1976, Rogerson, 1985, and Jewitt, 1988). We say that a distribution function satisfies CDFC if the second derivative of the cumulative distribution function \(P(x \mid e)\) with respect to \(e\) is non-negative, that is,
\[
\frac{\partial^2 P(x \mid e)}{\partial e^2} \geq 0.
\]
Hence, the validity of the FOA requires demanding conditions on the

\(^9\)If the agent is risk neutral, then the multiplier \(\mu\) is zero and equation (2) only gives the value of the multiplier \(\lambda\). In this case, any payment scheme whose expected payoff ensures the agent an expected utility level of \(U\) is optimal.

\(^{10}\)Holmström (1979), Shavell (1979a), and Milgrom (1981) show that under the FOA, if the distribution function satisfies MLRP then the wage scheme is increasing in output. Note that MLRP is stronger than first-order stochastic dominance, which requires that \(\frac{\partial}{\partial e} P(x \mid e) < 0\) for all \(x \in (\underline{x}, \bar{x})\).
probability function (MLRP and CDFC).\textsuperscript{11,12}

We make two additional remarks about the optimal contract. First, the wage scheme needs to be simpler as the agent has more room to manipulate the outcome. For example, if the agent can freely dispose of the output, the optimal payment mechanism is necessarily monotonic even if the MLRP does not hold. Alternatively, if there are several agents who can trade output among themselves, then only a linear scheme is feasible (any non-linear scheme will be “linearized” by arbitrage).\textsuperscript{13}

Second, we have considered payment schemes that only depend on the outcome of the relationship (the outcome related to the effort is the only verifiable variable). However, the principal will base the contract on any signals that reveal information on the agent’s effort, thus reducing the risk inherent in the relationship. This is known as the sufficient statistic result, and it is perhaps the most important conclusion in the moral hazard literature (Holmström, 1979). Formally, we say that \( x \) is sufficient for \( \{x, y\} \) with respect to \( e \in E \) if and only if the distribution function \( p \) is multiplicatively separable in \( y \) and \( e \):

\[
p(x, y \mid e) \equiv g(x, e)h(y, x).
\]

We say that \( y \) is informative about \( e \in E \) if \( x \) is not sufficient for \( \{x, y\} \) with respect to \( e \in E \). Finally, if \( y \) is informative about \( e \in E \) then there

\textsuperscript{11}MLRP and CDFC are very strong conditions and it is difficult to find distributions which satisfy both of them. The two-step procedure proposed by Grossman and Hart (1983) provide a way of proceeding when the FOA is not valid.

\textsuperscript{12}Kirkegaard (2014) recently proposed a reformulation of the moral hazard problem that allows the use of results from the areas of choice under uncertainty. In this way, he can prove the classic results using an unifying methodology and also extend the analysis to larger domains than previous work.

\textsuperscript{13}By considering additional properties of the participants’ objective function, more information on the optimal contract can be obtained. Imagine that the agent is “prudent,” in the sense that \( u'' < 0 \) and \( u'''' > 0 \). A prudent agent is risk-averse and his marginal utility is strictly convex so he is downside risk-averse (Menezes et al., 1980). This agent applies a heavier discount to downward variations than to upward variations of the payment scheme. Chaigneau (2014) shows that concave contracts tend to provide more incentives to risk averse agents, while convex contracts tend to be more profitable to motivate prudent ones. The intuition is that concave payment schemes concentrate incentives where the marginal utility of risk averse agents is highest, while convex contracts protect against downside risk. However, when the principal is also risk averse and prudent, convex contracts are not optimal if the principal is sufficiently prudent relative to the agent (Sinclair-Desgagné and Spaeter, 2015).
is a payment mechanism $w(x, y)$ that strictly Pareto dominates the best $w(x)$.

The empirical content of the sufficient statistic argument is that the optimal contract should exploit all available information in order to optimally filter out risk.\footnote{For example, when the principal hires several agents, the central question is whether incentives should be provided as a function of all agents’ performance. The answer comes from the sufficient statistic result and depends on the linkage of the agents’ situation, in particular on whether the agents’ outcomes are subject to correlated shocks (informational linkage) or whether the performance of an agent depends on the effort of other agents (technological linkage). See Holmström (1982) and Mookherjee (1984).} In the limit, if by including many variables the agent’s effort can be inferred with certainty, then the symmetric information effort can be implemented at no extra cost.

Finally, once we have computed the optimal scheme for each $x$, that we denote $w^*(x, e)_{e \in E}$, the principal can find the \textit{optimal effort} under the moral hazard problem by solving

$$\max_{e \in E} \{ E(x - w^*(x, e) \mid e) \}.$$ 

The main difficulty of this program is that it is not generally concave in effort. If the principal’s problem is well-defined and has a solution, the optimal effort $e^*$ is determined by the usual condition of equality between marginal revenues and the marginal costs of increasing the effort, which includes the increase in average wages plus the extra cost in terms of the incentives needed to increase the effort.\footnote{It is interesting to note that under symmetric information the PC determines the optimal effort level, while it is the cost implied by the ICC which determines the effort when there is moral hazard. The reason is that under moral hazard and using the FOA the ICC implies that the derivative of the PC with respect to the effort is zero.} We notice that some efforts may not be implementable under moral hazard and that the lowest effort $e$ can always be implemented at no extra cost using the symmetric information wage scheme.

\textbf{Example 1: CARA risk preferences and linear contract.} A particularly simple, and very popular, model is one where the principal is risk neutral and the agent has CARA risk preferences:

$$u(w, e) = -\exp \left[ -r \left( w - v(e) \right) \right],$$

where $r$ is the coefficient of absolute risk aversion. Additionally, assume that the cost of effort is a quadratic function

$$v(e) = \frac{1}{2}we^2.$$
The output $x$ depends on the agent’s effort $e$ and a random variable $\varepsilon$ that is normally distributed with mean zero and variance $\sigma^2$:

$$x = e + \varepsilon.$$ 

Finally, we restrict attention to linear wage schemes of the form $w = F + sx$, where $F$ is a fixed payment and $s$ is the share of the output that goes to the agent.\(^{16}\) In this case, it is convenient to solve the program by using the agent’s certain equivalent income

$$F + se - \frac{1}{2}we^2 - \frac{r}{2}\sigma^2,$$

in which case the ICC becomes very easy to write: $e = \frac{z}{\overline{v}}$.

Solving the principal’s program, the PC determines the fixed part of the contract $F$ and the variable performance part of the contract is

$$s^* = \frac{1}{1 + rv\sigma^2},$$

which is decreasing in the cost of the effort $v$, the agent’s risk aversion (measured by $r$), and the variance of the outcome $\sigma^2$. Since a higher $s$ translates into a higher effort, the previous expressions reflect the trade-off between efficiency (optimal risk sharing would require $s = 0$) and incentives.\(^{17}\)

\(^{16}\)Although linear contracts are generally not optimal in the static setting (see Mirrlees, 1975), Holmström and Milgrom (1987) show that the optimal contract is linear in the final outcome if the agent chooses efforts continuously to control the drift vector of a Brownian motion process and he observes his accumulated performance before acting. Linear contracts are also shown to be optimal in models with limited liability and risk neutrality if the principal is uncertain about the technology available to the agent (see Carroll, 2015).

\(^{17}\)In a multiagent situation, the sufficient statistic result is easy to illustrate when the principal hires two agents with CARA risk preferences and non-cooperative behavior. Linear contracts would have the form

$$w_i = F_i + s_ix_i + z_ix_{-i} \quad \text{for } i = 1, 2,$$

When $z_i \neq 0$ there is relative performance evaluation. Suppose that each agent’s individual outcome depends on the other agent’s random shock:

$$x_i = \varepsilon_i + \varepsilon_{-i}^* + \rho \varepsilon_{-i}, \quad \text{for } i = 1, 2,$$

where $\varepsilon_i$, $i = 1, 2$, follows a distribution $N(0, \sigma^2)$, and $\rho$ is the degree of correlation among the agents’ outcomes. Then, in the optimal contract,

$$s^*_i = \frac{1 + \rho^2}{1 + \rho^2 + rv\sigma^2(1 - \rho^2)^2}, \quad z^*_i = -\frac{2\rho}{1 + \rho^2 + rv\sigma^2(1 - \rho^2)^2}.$$ 

Thus, for $\rho \neq 0$, there is relative performance evaluation, since the wage of agent $i$ depends on the individual outcome of agent $-i$. 
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2.1.2 Model 2: Two efforts

Consider a situation similar to the one discussed in Model 1 but with $E = \{e^H, e^L\}$, that is, there are only two possible levels of effort: a high effort whose cost for the agent is $v(e^H)$ and a low effort with a cost of $v(e^L) < v(e^H)$. Implementing $e^L$ is easy because the same fixed-wage contract that is optimal under symmetric information is also optimal under moral hazard (the Lagrange multiplier of the ICC is zero). On the other hand, implementing $e^H$ requires taking into account the ICC that, in this case, can be written as

$$E \left( u(w(x)) \mid e^H \right) - v(e^H) \geq E \left( u(w(x)) \mid e^L \right) - v(e^L).$$

The solution to $(P1)$ satisfies, for all $x \in X$,

$$\frac{1}{w'(w^*(x))} = \lambda + \mu \frac{p(x \mid e^H) - p(x \mid e^L)}{p(x \mid e^H)},$$

where $\frac{(p(x \mid e^H) - p(x \mid e^L))}{p(x \mid e^H)}$ is the likelihood ratio in the discrete case.

In this model, once the optimal payment scheme that allows the implementation of each effort has been obtained, finding the optimal effort is straightforward. It comes from the comparison of the principal’s profits for each effort.

2.1.3 Model 3: Bounded feasible payments

As discussed above, there are important real-life situations where the principal cannot base the incentives on arbitrarily large bonuses (“carrots”) or fines (“sticks”). We consider now a situation that shares all the assumptions of Model 1 but where there are lower and upper bounds for the feasible payments. For each outcome $x \in X$, the salary $w(x)$ must satisfy

$$\underline{w}(x) \leq w(x) \leq \overline{w}(x)$$

where $\underline{w}(x)$ and $\overline{w}(x)$ are continuous, non-decreasing, and piecewise differentiable, with $\underline{w}(x) < \overline{w}(x)$ for all $x \in X$. Moreover, assume that the MLRP holds. Then, the analysis of Jewitt et al. (2008) ensures that the optimal payment scheme $(w^*(x))_{x \in X}$ to implement an effort $e$ satisfies conditions similar to (2) “as much as possible”:

$$\frac{1}{w'(w^*(x))} = \begin{cases} \frac{1}{w'(w^*(x))}, & \text{if } \frac{1}{w'(w^*(x))} < \lambda + \mu \frac{p_e^*(w^*(x) \mid e)}{p_e^*(x \mid e)} \\ \lambda + \mu \frac{p_e^*(w^*(x) \mid e)}{p_e^*(x \mid e)}, & \text{if } \frac{1}{w'(w^*(x))} \leq \lambda + \mu \frac{p_e^*(w^*(x) \mid e)}{p_e^*(x \mid e)} \leq \frac{1}{w'(w^*(x))} \\ \frac{1}{w'(w^*(x))}, & \text{if } \lambda + \mu \frac{p_e^*(w^*(x) \mid e)}{p_e^*(x \mid e)} < \frac{1}{w'(w^*(x))} \end{cases},$$

for some $\lambda \geq 0$ and $\mu \geq 0$. A particularly interesting example corresponds to a situation where there is no upper bound on salaries but there is a minimum wage $\underline{w}$ (that is, the lower bound is independent of the outcome). This may be the case, for example, because of the agent’s limited liability. In this case, the first line of (6) has no bite and the third line of (6) matters for low levels of the outcome, because the MLRP implies that the wage scheme is monotone. Thus, the optimal contract offers the minimum salary wage $\underline{w}$ until some minimum outcome $\bar{x}$ is reached and, from this level on, the contract follows a pattern similar to that without bounds.

### 2.2 Incentives vs. rents

We now assume that both the principal and the agent are risk neutral and that the sets $X$ and $E$ are continuous. Moreover, the payments to the agent are subject to lower and upper bounds.

Without limited liability, and because of the agent’s risk neutrality, there is no benefit in insuring the agent and the solution of $(P1)$ would be a franchise contract that would lead to the first-best. The franchise contract has the form $w(x) = w - k$, where $k$ is the constant that makes $(PC)$ binding. However, with limited liability, the principal is often forced to give the agent additional rents so that he has an incentive to provide a high effort. Thus, the optimal contract trades off incentives vs. rents.

#### 2.2.1 Model 4: Limited liability

The participants are subject to limited liability so that, in the same spirit as in (5), the wage can neither be negative nor higher than the outcome, that is,

$$0 \leq w(x) \leq x$$

for all $x \in X$. Following the steps in Innes (1990), we assume that the MLRP holds, $E \{ x \mid e = 0 \} = 0$, a profitable contract exists involving a

---

19When the agent has limited wealth, his level of effort may be constraint. Quérou, Soubeyran, and Soubeyran (20015) study a situation where the principal may need to make an up-front transfer to the agent because the agent may not have enough resources to pay for the cost of the effort, when this cost is monetary.

20Holmström (1979) and Lewis (1980) already noted the potential importance of limited liability constraints. However, Innes (1990) is the first paper to study the impact of liability limits on the qualitative properties of the optimal contract. Sappington (1983) and Demski, Sappington, and Spiller (1988) also bring in a limited liability constraint but they assume that the agent chooses the effort $e$ after observing the state of nature. Other papers that study moral hazard problems with a minimum bound on payments under different assumptions are Park (1995), Kim (1997), Oyer (2000), Matthews (2001), and Jewitt, Kadan, and Swinkels (2008).
positive effort, and the total value of the relationship is strictly concave in \( e \).

Given that higher effort increases the probability of higher outcomes, the contract should give the agent maximal payoffs in high outcomes. A particularly simple contract emerges under the additional monotonicity constraint that the principal’s profit cannot be decreasing in the outcome, that is, \( x - w(x) \) is non-decreasing in \( x \).\(^{21}\) In this case, the optimal contract is a “debt contract” for the principal where she obtains \( \min \{ x, z \} \), for some \( z > 0 \). Thus, the optimal salary scheme is

\[
w^*(x) = \max \{ x - z, 0 \}
\]

for all \( x \in X \). The value \( z \) corresponds to the one that makes (PC) binding if \( U \) is high enough.\(^{22}\) If \( U \) is very low then (PC) is not binding because (7) constrains the payoffs so much that the principal prefers to give the agent some extra rent to better provide incentives for effort. In all the cases, the effort implemented under moral hazard is lower than the first-best level \( e^{FB} \).\(^{23}\)

Without the monotonicity constraint, the optimal contract takes the extreme “live-or-die” contract of the form

\[
w^*(x) = \begin{cases} 
0, & \text{if } x \leq z \\
x, & \text{if } x > z 
\end{cases}
\]

for some value \( z > 0 \), whenever this contract leads to an effort level lower than \( e^{FB} \). Otherwise, a contract proportional to the previous one (that is, a contract that gives \( sx \) for \( x > z \)) is a solution to the program (with \( z \) and \( s \) chosen in an appropriate way) and it implements the first best.

The PC is often not binding in situations where there is limited liability. In other words, when the limited liability constraint is binding the agent may obtain some rents, making the participation constraint slack. This is in contrast to the case without limited liability constraints.

---

\(^{21}\)The monotonicity constraint may be due to the possibility for the principal to “burn” or “hide” profits, or to the possibility for the agent to costly inflate the outcome if the payment does not satisfy the constraint.

\(^{22}\)Matthews (2001) shows that, under the same restrictions as Innes (1990), debt is still the optimal incentive contract if the agent is risk averse, renegotiation cannot be prevented, and the agent has all the bargaining power in the renegotiation game.

\(^{23}\)Poblete and Spulber (2012) extend the analysis of Innes (1990) by characterizing the optimal agency contract in more general environments using the state-space (or parametric) representation. They assume a technology \( x = x(\theta, e) \), where \( \theta \) is the state, a random variable with some density and distribution function. They do not assume the MLRP and introduce a “critical ratio” from which the form of the optimal contract easily follows. In particular, they provide a weaker condition than the MLRP under which the optimal contract is a debt contract.
where, at least when the agent’s utility is additively separable, the agent never receives rents. Thus, the non-verifiability of the effort when there is limited liability and the agent is risk neutral may imply a cost either because the optimal contract leads to an effort lower than \( e^{FB} \), because it gives the agent an informational rent, or both.\(^{24}\) Example 2 illustrates the trade-offs in a simple model with two outcomes.

**Example 2: Limited liability and two outcomes.** In this example, we consider that only the agent is subject to limited liability, so the only additional constraint to program \((P1)\) is \( w(x) \geq 0 \). Moreover, two outcomes are possible: success (a “good” outcome), in which case \( x = x_G > 0 \), and failure (a “bad” outcome), \( x_B = 0 \). The probability of success is \( p(x_G \mid e) = e \) and the cost of effort is \( v(e) = \frac{1}{2}ve^2 \), with \( v > 0 \).

The agent’s ICC implies that, under a contract \((w(x_B), w(x_G))\), he will select effort \( e = \frac{w(x_G) - w(x_B)}{v} \). Once we take this constraint into account, together with the participation and limited liability constraints, the program that the principal solves is

\[
\begin{align*}
\max_{(w(x_B), w(x_G))} & \quad -w(x_B) + \frac{(w(x_G) - w(x_B))(x_G - (w(x_G) - w(x_B)))}{v} \\
\text{s.t.} & \quad w(x_B) + \frac{(w(x_G) - w(x_B))^2}{2v} \geq U \\
& \quad w(x_B) \geq 0,
\end{align*}
\]

which has a solution in which the principal makes no-negative profits if \( U \leq \frac{x_G^2}{2v} \).

In the optimal contract, the base salary is zero, \( w^*(x_B) = 0 \), because the limited liability constraint \((8b)\) always binds. The participation constraint \((8a)\) is also binding if the agent’s reservation utility \( U \) is intermediate \((U \in \left[ \frac{x_B^2}{8v}, \frac{x_G^2}{2v} \right])\). On the other hand, if \( U \) is low \((U < \frac{x_G^2}{8v})\) then the optimal contract gives a rent to the agent: providing incentives requires separating \( w(x_G) \) from \( w(x_B) = 0 \) and the principal prefers to offer a salary \( w(x_G) \) higher than the one necessary to satisfy the PC so that the agent chooses a higher effort. The optimal bonus is

\[
\begin{align*}
w^*(x_G) = \begin{cases} 
\sqrt{2vU}, & \text{if } \frac{x_B^2}{8v} \leq U \leq \frac{x_G^2}{2v} \\
\frac{x_G}{2}, & \text{if } U < \frac{x_G^2}{8v}.
\end{cases}
\end{align*}
\]

\(^{24}\)This framework is also useful for studying more complex situations. See Fleckinger and Roux (2012) for a comprehensive review of the literature on performance comparison and competition in motivating agents in the framework where all participants are risk neutral, the agents are protected by limited liability, and they choose their effort non-cooperatively.
For intermediate outside utility, the effort increases (it gets closer to the first-best effort $e^{FB} = \frac{v}{2\sigma^2}$) while the principal’s profit decreases with $U$: $e^* = \sqrt{\frac{2U}{v}}$ and $\pi^* = x_G \sqrt{\frac{2U}{v}} - 2U$. When $U < \frac{x_G^2}{8v}$ then effort and profits are constant: $e^* = \frac{v}{2\sigma^2}$, the utility of the agent is $\frac{x_G^2}{8v} > U$ and the principal profit is $\frac{x_G^2}{4v}$.

2.3 Incentives to a task vs. incentives to another task

The basic theory of moral hazard considers an agent supplying a one-dimensional effort that influences a one-dimensional output. However, relationships are often more complicated and the agent may be responsible for supplying a multi-dimensional effort or performing more than one task. Holmström and Milgrom (1991) study this extension using a model where the agent has CARA utility over wage and effort (as in Example 1) and either the tasks are related in the agent’s cost of exerting them or their outcomes may be subject to correlated shocks. In this influential paper they discuss, among other issues, the trade-off between the incentives for different tasks in the extreme case where the outcome is easy to measure in one task while it is very difficult or impossible to measure (or to verify) in another task.25

2.3.1 Model 5: Moral hazard with two tasks

Consider a risk-neutral principal who hires an agent with a CARA utility function to provide a vector $(e_1, e_2)$ of efforts. The cost of the efforts for the agent are summarized in the cost function

$$v(e_1, e_2) = \frac{1}{2}v(e_1^2 + e_2^2) + \delta e_1 e_2,$$

with $|\delta| < v$. The output vector $(x_1, x_2)$ depends on the agent’s efforts and some random variable:

$$x_i = e_i + \varepsilon_i \text{ for } i = 1, 2.$$

The noise of the output function is assumed to follow a normal distribution $N(0, \Sigma)$, with $\Sigma = \begin{pmatrix} \sigma_1^2 & \sigma_{12} \\ \sigma_{12} & \sigma_2^2 \end{pmatrix}$. Finally, the principal offers a payment scheme $w(x_1, x_2)$ to the agent, which is assumed to be linear:

$$w(x_1, x_2) = F + s_1 x_1 + s_2 x_2.$$

---

25Holmström and Milgrom (1991) also consider limits on outside activities and how to allocate tasks between the agents. See also Feltham and Xie (1994).
Focussing in the interior solution, from the ICCs for the two efforts one can derive the agent’s decision regarding \((e_1, e_2)\):

\[
e_i(s_1, s_2) = \frac{s_i v - \delta s_j}{v^2 - \delta^2},
\]

for \(i = 1, 2\). Given the expression for the agent’s decision, it is easy to check that if \(\delta > 0\) then there is a substitution effect: the effort in one task decreases when incentives provided to the other task increase.

The solution of the principal’s problem determines the optimal \(s^*_1\) (the term \(s^*_2\) of the compensation scheme is symmetric):\(^{26}\)

\[
s^*_1 = \frac{1 + r \delta (\sigma_{12} - \sigma_2^2) + rv (\sigma_2^2 - \sigma_{12})}{1 + r (2\delta \sigma_{12} + v \sigma_1^2 + v \sigma_2^2) + r^2 (v^2 - \delta^2) (\sigma_1^2 \sigma_2^2 - \sigma_{12}^2)},
\]

which depends on both tasks’ variance shocks and their covariance. For \(\sigma_1^2 = \sigma_2^2\), \(s^*_1\) is decreasing in \(\sigma_{12}\): the higher the covariance of the two tasks, the lower the weight of each outcome on the payment scheme. The reason is that with a high covariance, the outcomes of the two tasks move together and the incentives for the effort on one task derive from the payments on the output of both tasks.

(i) If the two tasks are not related to each other in their cost structure, \(\delta = 0\), but the random shocks are correlated, \(\sigma_{12} \neq 0\), then the incentive mechanism is

\[
s^*_1 = \frac{1 + r \sigma_2^2 \delta v - rv \sigma_{12}}{(1 + rv \sigma_1^2) (1 + rv \sigma_2^2) - r^2 v^2 \sigma_{12}^2},
\]

(ii) If the two tasks are related to each other in the cost structure \((\delta \neq 0)\) but there is no correlation between the random shocks \((\sigma_{12} = 0)\), then in the optimal contract,

\[
s^*_1 = \frac{1 + r (v - \delta) \sigma_2^2}{1 + rv (\sigma_1^2 + \sigma_2^2) + r^2 (v^2 - \delta^2) \sigma_1^2 \sigma_2^2},
\]

\(^{26}\)If the two tasks are independent \((\delta = 0)\) and there is no correlation of the random shocks \((\sigma_{12} = 0)\), then the incentives are separable,

\[
s_i = \frac{1}{1 + rv \sigma_i^2} \text{ for } i = 1, 2,
\]

and the payment scheme is the same as the one obtained in the single-task moral hazard problem.
As expected, \( s_1^* \) is decreasing on \( \sigma_1^2 \). Moreover, it is also decreasing on \( \sigma_2^2 \). Therefore, when efforts in the two tasks are substitutes then the optimal shares \( s_1^* \) and \( s_2^* \) are complementary. If \( \sigma_1^2 = \sigma_2^2 = 0 \) then \( s_1^* = s_2^* = 1 \) and the agent is the residual claimant for both tasks. But if \( \sigma_1^2 = 0 \) and \( \sigma_2^2 > 0 \), then

\[
s_1^* = \frac{1 + r (v - \delta) \sigma_2^2}{1 + rv \sigma_2^2} \quad \text{and} \quad s_2^* = \frac{1}{1 + rv \sigma_2^2},
\]

where \( s_1^* < 1 \) if and only if \( \delta > 0 \). Therefore, even if the outcome of task 1 is a perfect measure of the effort in this task, the principal decreases the incentives associated with the outcome of task 1 when tasks are substitutable not to harm the effort supplied in task 2. On the other hand, if the tasks are complementary then the optimal \( s_1^* \) is higher than 1. In contrast, the parameter \( s_2^* \) does not depend on \( \delta \) and it is the same as in the traditional moral hazard.

Finally, if task 1 can be measured and task 2 cannot (which can be represented by \( \sigma_2^2 = \infty \)) but the agent has some intrinsic motivation for this task, then the optimal scheme is based on

\[
s_1^* = \frac{1 - \delta/v}{1 + rv \sigma_1^2 \left( v - \delta^2/v \right)}, \quad \text{and} \quad s_2^* = 0.
\]

Here, if the tasks are substitutes (\( \delta > 0 \)) putting effort into one task increases the marginal cost of the other.\(^{27}\) Therefore, the principal gives the agent a lower incentive to exert effort in task 1 even when it is easily measurable because she does not want to discourage the agent’s effort in task 2, which cannot be directly motivated. The higher the cross-effort effect is (that is, the more substitutable the effort levels are), the lower the optimal \( s_1^* \).\(^ {28}\) In contrast, if the tasks are complements (\( \delta < 0 \)) the opposite happens, and the agent will be highly motivated to perform task 1 to encourage effort in the unmeasurable task.

\(^{27}\)In a situation where the principal cares specially about the non-measurable task, Holmström and Milgrom (1991) show that it is best not to provide any incentive to the task with measurable output.

\(^{28}\)Dam and Ruiz-Pérez (2012) study a model where a risk-neutral agent subject to limited liability exerts effort in two tasks. When the efforts in the two tasks are independent of each other, the optimal contract is a debt contract. However, if the tasks are substitutes, then revenue sharing emerges as an optimal agreement. Ghatak and Pandey (2000) also show the optimality of sharing contracts when the risk-neutral agent has to supply an effort and to choose the riskiness of the production technique.
2.4 Incentives to the agent vs. incentives to the principal

In many situations, it is not only the agent who must submit an effort or take a decision, but the principal’s contribution is crucial for the relationship and, just like the agent’s, it is not verifiable. In these situations, the stronger the incentives to the agent (that is, the more the salary depends on the outcome) the weaker the incentives to the principal (because the less the principal’s benefit depends on the outcome).

2.4.1 Model 6: Double-sided moral hazard with risk neutrality

When both the principal and the agent are risk neutral, program (P1) is still interesting if we consider a double-sided moral hazard problem. In this environment, the agent chooses \(e\) and, simultaneously, the principal decides on her effort \(a \in A\), at a cost of \(c(a)\), with \(c(\cdot)\) increasing and convex. Following the analysis of Bhattacharyya and Lafontaine (1995), assume that the outcome of the relationship depends on both \(e\) and \(a\) according to

\[x = h(e, a) + \varepsilon\]

where the function \(h(\cdot, \cdot)\) is increasing and concave in both arguments, the cross-partial derivative is positive, \(h(0, a) = h(e, 0) = 0\), and \(\varepsilon\) is a random term with mean zero and variance \(\sigma^2\).

The new maximization problem \((P1')\) takes into account that the outcome depends on both efforts and that there is also an ICC for the principal:

\[
\begin{align*}
\text{Max} & \quad \{E(x - w(x) \mid e, a)\} \\
\text{s.t.} & \quad E(u(w(x)) \mid e, a) - v(e) \geq U \\
& \quad e \in \arg \max_{e \in E} \{E(u(w(x)) \mid \hat{e}, a) - v(\hat{e})\} \\
& \quad a \in \arg \max_{a \in E} \{E(x - w(x) \mid e, \hat{a}) - c(\hat{a})\}.
\end{align*}
\]

Bhattacharyya and Lafontaine (1995) show that, without loss of generality, the optimal sharing rule can be represented by a linear contract

\[w(x) = F + sx\]

for some sharing \(s \in (0, 1)\). A linear contract is not the unique way to achieve the optimal solution for \((P1')\) but there is always an optimal solution that is linear.\(^{29}\) In terms of incentives, the crucial element of

\(^{29}\text{Romano (1994) obtains a similar result.}\)
any optimal contract is its slope at the optimum. By choosing a linear rule with the slope of any optimal sharing rule (and adjusting the fixed fee), exactly the same incentives and total payments can be achieved as with the initial rule.

The optimal sharing \( s^* \) makes a trade-off between providing incentives to the agent and providing incentives to the principal. Once \( s^* \) is determined, the fixed part of the contract \( F^* \) is easily obtained because the agent’s participation constraint is binding. While it is not possible to obtain simple, closed-form expressions for the optimal sharing rule and the levels of the optimal efforts on the part of the two parties in general, a very simple example allows us to grasp most of the intuitions.

**Example 3: Double moral hazard with linear outcome.** Following Ghatak and Karaivanov (2014), consider

\[
h(e, a) = \alpha \theta_A \theta_P + \theta_A e + \theta_P a
\]

where \( \theta_A \geq 1 \) and \( \theta_P \geq 1 \) represent the agent’s and principal’s ability to perform his or her task, respectively, and \( \alpha \) is a parameter capturing the extent of the types’ complementarity in production. Moreover, \( v(e) = \frac{1}{2} e^2 \) and \( c(a) = \frac{1}{2} a^2 \). Then, the optimal sharing \( s^* \) derived from \((P1')\) is

\[
s^* = \frac{\theta_A^2}{\theta_A^2 + \theta_P^2}.
\]

which gives more weight to the relatively more important participant: \( s^* > 1/2 \) (and the share that goes to the principal satisfies \( (1 - s^*) < 1/2 \)) if and only if \( \theta_A \) is larger than \( \theta_P \), and \( s^* \) is increasing in \( \theta_A \) and decreasing in \( \theta_P \). Given the optimal contract, the efforts under double-sided moral hazard are

\[
e^* = \theta_A s^* = \frac{\theta_A^3}{\theta_A^2 + \theta_P^2} \quad \text{and} \quad a^* = \theta_P (1 - s^*) = \frac{\theta_P^3}{\theta_A^2 + \theta_P^2}.
\]

Both efforts are lower than the corresponding first-best efforts that in this model are \( e^{FB} = \theta_A \) and \( a^{FB} = \theta_P \). However, the optimal sharing

---

30 We note that Example 3 does not satisfy all the assumptions of Model 6 because \( h(0, a) > 0, h(e, 0) > 0, \) and \( \frac{\partial^2 h}{\partial e \partial a}(e, a) > 0. \)

31 The objective in Ghatak and Karaivanov (2014) was to study the contractual choice in agriculture, taking into account that two different tasks are necessary, following a model in the spirit of the classic Eswaran and Kotwal (1985) model.

32 The first-best cannot be achieved (even though both partners are risk neutral) because there is no “budget-breaker,” (or residual claimant) that is, it is not possible to propose a contract where the total remuneration of the principal and agent is higher than the outcome sometimes and lower other times. This is similar to Holmström (1982) who shows that joint production cannot lead to efficiency when all the income is distributed amongst the agents, i.e., if the budget constraint always binds.
rule solves the trade-off with respect to the incentives for the principal and the agent by inducing a smaller distortion to the most important participant, that is,

\[ e^{FB} - e^* > a^{FB} - a^* \iff \theta_A < \theta_P. \]

3 Behavioral approach

The classical moral hazard problem assumes full rationality and standard preferences. Recent behavioral research on moral hazard, encouraged by experimental results, attempts to understand the implications of agents’ non-fully rational and non-purely selfish preferences on the shape of the incentive contracts. What follows is not a review of the behavioral literature but provides some examples of how departures from the classical model affect the conclusions obtained in section 2. We briefly present the consequences of considering other-regarding preferences, intrinsic motivation, loss aversion, and overconfidence.\textsuperscript{33} In each of the following behavioral approaches, a new effect appears. For example, in the inequality aversion extension, the incentive contract is the issue of the trade-off between insurance, incentives, and fairness. Similarly, in the overconfidence extension the optimal payoff scheme makes a trade-off between optimal risk sharing, incentives, and gambling.

3.1 Other-regarding preferences

There is evidence pointing to the existence of people or institutions who are not just concerned about their own payment scheme but also care about other participants’ well-being (see Rabin, 2002, Englmaier, 2005, and Sobel, 2005, for reviews of the literature). To illustrate the meaning of this type of preferences in our framework, consider the interaction between a principal and an agent in which case the payment of the participants are described by the vector \( (x - w(x), w(x)) \in X \). If the agent (a similar argument can be done for the principal) is only concerned about the second element of this vector then we are in the classical framework. In contrast, when he cares about the whole vector of payoffs (or of utilities) then we say that the agent has other-regarding preferences.

There are several ways in which the agent can experience other-regarding preferences. A first possibility is that he has a utility function similar to a \textit{weighted social preference} (Segal and Sobel, 2007), such as

\[ U(w(x), x - w(x), e) = u(w(x) + \delta(x - w(x))) - v(e). \]

In this case, the agent is altruistic if \( \delta \) is positive, while he is spiteful if \( \delta \)

\textsuperscript{33}See Köszegi (2014) for the latest survey of behavioral contract design.
is negative. The sign of $\delta$ also determines whether the contract is more or less costly for the principal, as compared to the classical framework where $\delta = 0$.

Dur and Glazer (2008) study an environment where the agent is other-regarding because he envies the principal. They show that envy tightens the agent’s participation constraint and the optimal contract calls for higher wages and lower effort requirements.

Inequality aversion is a second form of other-regarding preferences (see Fehr and Schmidt, 1999, and Bolton and Ockenfels, 2000). Focusing again on the agent’s behavior and denoting the difference between the principal and the agent’s payoffs as $d(x) \equiv x - 2w(x)$, an easy example of a utility function that represents an inequality-averse agent is

$$u(w(x), x-w(x), e) = w(x)-\delta \left( \max \{d(x), 0\} \right) + \gamma \max \{-d(x), 0\} - v(e).$$

(12)

The parameter $\delta$, with $\delta \geq 0$, measures the extent of the agent’s concern about the difference in earnings. If $\delta > 0$, the agent is inequality averse and if $\gamma \in [0, 1)$ the agent suffers more from inequality when he is behind than when he is ahead.

Providing incentives to an inequality-averse agent is often more costly than to a classical agent. The intuition is that as the project is more profitable, more inequality is created and it is more expensive to satisfy the ICC. To illustrate this effect, we follow Itoh (2004) and consider a simple model where both participants are risk neutral, the agent is protected by limited liability, there are two efforts, $E = \{e^H, e^L\}$, and two outcomes, $X = \{x_G, x_B = 0\}$. The probabilities of success are $p(x_G \mid e^H) = p^H$ and $p(x_G \mid e^L) = p^L$, and the cost of effort is $v(e^H) = v > 0 = v(e^L)$. Assume that the principal wants the agent to exert effort $e^H$. Then, taking into account that the limited liability binds ($w_B = 0$), the ICC takes the form

$$(p^H - p^L) \left[w_G - \delta \left( \max \{d(x_G), 0\} \right) + \gamma \max \{-d(x_G), 0\} \right] \geq v.$$  

The incentives (the left-hand side of the ICC) are decreasing in $\delta$; hence, $\delta_i, for i = P, A, could be a function of the distance between x - w(x) and w(x) - v(e)$, in such a way that, for example, $i may care more about the difference in earnings if s/he is the one getting less than if s/he is the one getting more as in Fehr and Schmidt (1999) and Bolton and Ockenfels (2000) discussed below.
the principal’s profits are decreasing in $\delta$ and she is in general worse off when hiring an inequality averse rather than a classical agent.\footnote{In this model, the effect is particularly straightforward because there is no inequality if the output is $x_B$.}

In a model where the inequity aversion is convex in the difference in the payoffs, Englmaier and Wambach (2010) find a tendency toward linear sharing rules as the agent’s concern for inequity become more important, in line with other findings that the more complex the situation is the simpler the optimal incentive scheme tends to be.\footnote{The convexity of the inequality term $\delta(d(x))$ implies an aversion to lotteries over different levels of inequity.} Interestingly, given that the contract now has to balance among three objectives (risk sharing, incentives, and inequality concerns) Englmaier and Wambach (2010) also find that the sufficient statistics result is violated because optimal contracts may be overdetermined or incomplete. To understand the intuition, consider a situation with two sources of information: the outcome related to the agent’s effort and another variable. First, if this other information is not related to the agent’s effort but just to the principal’s profit, then the second measure will be included in the contract (which will thus include non-informative performance measures) because the set of variables used in the payment scheme no longer serve only as a signal of the agent’s effort but also deal with the agent’s concern about an equitable treatment. Second, if the second variable (second-order stochastically) dominates the outcome, it may be optimal to concentrate the incentives on the outcome (neglecting informative performance measures) because this is the variable the agent is interested in when he is inequality concerned.

A third form of other-regarding preferences is \textit{reciprocal behavior}, where the agent may take into account the behavior of the principal, in such a way that the agent will reciprocate and take a decision that also benefits the principal (supplying higher effort) if she takes a decision that benefits the agent (paying higher wages) (Rabin, 1993).\footnote{Akerlof (1982) explained the labor relation as a gift exchange where agents respond to a generous wage scheme offered by the principal by exerting more than minimal effort. See, e.g., Dufwenberg and Kirchsteiger (2005) and Falk and Fischbacher (2006) on reciprocity in sequential games.} If an agent follows the previous behavior, monetary incentive and reciprocal motivation are substitute and the agent’s PC may not be binding at the optimal contract. To illustrate how these two incentive tools are combined in the optimal contract, we present a simplified version of Englmaier and Leider’s (2012) model, where the agent has reciprocal references.

We consider a risk-neutral principal and a risk-averse agent. There
are two possible outcomes: success \((x_G)\) and failure \((x_B)\), with \(x_G > x_B\). The agent chooses between two efforts: \(e \in \{e^L, e^H\}\), with \(p(x_G \mid e^H) = p^H > p^L = p(x_G \mid e^L)\). A contract takes the form \((w_G, w_B, e^H)\), where we assume that the principal is interested in obtaining effort \(e^H\). The effort \(e^H\) is not enforceable but is “the job description.” The agent is reciprocal, in the sense that his expected utility under \((w_G, w_B, e^H)\) if he provides effort \(e\) is

\[
p(x_G \mid e)u(w_G) + (1 - p(x_G \mid e))u(w_B) - ve + \delta R(e^H)r(e)
\]

where \(R(e^H) \equiv p(x_G \mid e^H)u(w_G) + (1 - p(x_G \mid e^H))u(w_B) - ve^H - U\) is the agent’s expected rent under the job description, \(r(e) \equiv p(x_G \mid e)x_G + (1 - p(x_G \mid e))x_B\) is the principal’s expected revenue if the agent chooses \(e\), and \(\delta\) is the intensity of the agent’s reciprocal behavior. With this utility function, the agent experiences reciprocal motivation only if the contract gives him an expected utility higher than his reservation utility (that is, if the PC does not bind). The agent’s ICC is

\[
(p^H - p^L) (u(w_G) - u(w_B)) + \delta R(e^H) (p^H - p^L) (x_G - x_B) \geq v(e^H - e^L).
\]

It is worthwhile noticing that a high enough fixed payment \(\bar{w}\) can implement the effort \(e^H\). The condition is that \(\bar{w}\) satisfies

\[
\delta \left[ u(\bar{w}) - ve^H - U \right] (p^H - p^L) (x_G - x_B) \geq v(e^H - e^L).
\]

The ICC is always binding at the optimal contract, but the agent’s PC may be binding or not. The optimal contract is a standard one for low values of \(\delta\), providing no rents to the risk-averse agent, whereas it is a reciprocity contract that gives the agent a utility larger than his reservation utility for large values of \(\delta\). When rents are provided to the agent, the FOC of the principal’s program with respect to \(w(x)\) can be written as

\[
\frac{1}{u'(w^*(x))} = \mu \left( \frac{p(x \mid e^H) - p(x \mid e^L)}{p(x \mid e^H)} + \delta (p^H - p^L) (x_G - x_B) \right)
\]

which implies that monetary and reciprocity motivations are substitutable.39

---

38 In fact, for very large values of \(\delta\) the first-best solution can be arbitrarily closely approximated with a contract that gives the agent an infinitesimal rent (Engelmaier and Leider, 2012).

39 Behavioral models have been very useful in analyzing multiagent situations. It is interesting to note that since inequality-averse agents care about other agents’ remuneration, to reduce inequity among agents, their payments will tend to depend on
3.2 Extrinsic and intrinsic motivation

The classical moral hazard model is based on designing incentives to provide extrinsic motivation to the agent. The so-called extrinsic motivation is the one that is derived from the monetary incentive scheme. In contrast, an agent’s intrinsic motivation comes from the utility obtained from achieving some goal set by himself, the society, the principal, or from working for a particular type of principal, such as one who honors some community (environmental or another form of social) standards. The simplest agent’s utility function that represents an agent with both intrinsic and extrinsic motivation is

$$U(w, e, s) = w + Im - v(e),$$

where $I \geq 0$ is the intrinsic motivation ($I = 0$ in the classical model), and $m$ is the source of this motivation. We briefly discuss the consequences of some sources of intrinsic motivation.\(^{40}\)

Intrinsic motivation may come from the agent’s perception of the world, which may depend on the contract the principal offers. The underlying idea in this approach is the following. The agent expects to offer a predetermined effort and to receive a fixed-fee (first-best) payment. However, if he is offered an incentive contract instead, his perception of the relationship changes and he becomes aware of the possibility of shirking.\(^{41}\) Thus, providing extrinsic incentives for the agent can be counterproductive because it may crowd out his intrinsic motivation, leading to lower effort levels and lower profits for the principal (Kreps, 1997, and James, 2005). For example, Auster (2013) and von Thadden and Zhao (2012, 2014) study a situation where agents are unaware of the full effort problem and they make a default effort when offered an (incomplete) full insurance payoff, while they become aware of the effort problem and behave strategically if they are offered the optimal moral hazard contract (see also James, 2005). Similarly, Bénabou and Tirole others agents’ performance, even if they are statistically and technologically independent. For example, Englmaier and Wambach (2010), Goel and Thakor (2006), and Bartling (2011) show that inequity aversion or envy among agents may render team incentives optimal. Itoh (2004) finds that inequity aversion when agents are subject to limited liability may allow agency costs to be reduced. Rey-Biel (2003) finds that the principal can always exploit inequity aversion to extract more rents from her agents. Demougin and Fluet (2006) compare group and individual bonus schemes for behindness-averse agents and derive conditions under which either scheme implements a given effort level at least costs.

\(^{40}\)Some cases of other-regarding behavior, such as that of social preferences (for $m = x - w(x)$) or the reciprocal motivation model presented in the previous subsection, can also be understood as models of intrinsic motivation.

\(^{41}\)This can be seen as a form of bounded rationality.
(2003) consider a principal agent model where the principal is better-informed than the agent about the agent’s characteristic, and show that performance incentives lead to an increase of the agent’s effort in the short run but they are negative reinforcements in the long run.\textsuperscript{42}

Another source of intrinsic motivation may be due to some characteristic (or to a verifiable decision) of the principal (Murdock, 2002, and Besley and Ghatak, 2005). To better explain this approach, suppose that the two participants are risk neutral, the agent’s payoff is constrained to be non-negative (that is, there is limited liability), and there are two possible outcomes: success ($x_G$) and failure ($x_B$), with $x_G > x_B = 0$. The set of possible efforts is $E = [0, 1]$ and $p(x_G \mid e) = e$. A principal has a certain type, or a mission orientation, and the agent’s preferences can be aligned with a particular mission or with none of them. The public type of the principal is $\tau$, with $\tau \in \{0, M\}$. A type-0 principal has no mission and is the traditional profit-maximizing partner whereas type-M principals have a mission. The agent is mission-oriented. The source of his intrinsic motivation is that he cares about the success of his job when he works for a principal with a mission.\textsuperscript{43} His utility function can be represented by\textsuperscript{44}

$$U(w, e, x) = w + I(x, \tau) - \frac{1}{2} e^2, \quad (13)$$

where $I(x, \tau)$ depends on the outcome $x$ and the type of the principal $\tau$. In case of failure $I(x_B, \tau) = 0$, for all $\tau$. In case of success, $I(x_G, \tau = M) > I(x_G, \tau = 0) = 0$, that is, when the mission-oriented agent works for a type-0 principal, he behaves as a traditional agent. $I(x_G, \tau = M)$ is the intrinsic utility that the agent derives from the success of his work for a type-M principal.

This model is an extension of Example 2 (with $v = 1$) and the expression for the optimal bonus in this environment is also very similar

\textsuperscript{42}The intuition is that when the principal pays a bonus to induce low ability agents’ to work (the principal increases the agent’s extrinsic motivation), then the agent perceives the bonus as a bad signal about his own ability (she reduces the agent’s intrinsic motivation). Kirkegaard (2015) studies a model where the agent works for the principal and simultaneously pursues private benefits. He shows that the optimal contract may offer high rewards but flat incentives to lessen the agent’s incentive to pursue private benefits, his intrinsic motivation.

\textsuperscript{43}A type-0 agent would be the traditional agent who does not care about the type of the principal and we would be back to the traditional moral hazard problem, whatever the type (mission) of the principal is.

\textsuperscript{44}The model can be extended by allowing the principal to choose the “mission,” taking into account the effect of the choice in the agent’s incentives (Besley and Ghatak, 2005).
The effort implemented by the agent is \( \epsilon^* = \sqrt{2U} \) for the intermediate region of \( U \) whereas it is \( \epsilon^* = \max \left\{ I(x_G, \tau), \frac{x_G + I(x_G, \tau)}{2} \right\} \) when \( U \) is low. Thus, a higher intrinsic motivation \( I(x_G, \tau) \) results in a higher (or equal) effort by the agent at a lower cost in terms of bonus.\(^45\)

3.3 Loss aversion

There is also evidence that some individuals do not evaluate payoff in absolute terms but in comparison with some reference point (Kahneman and Tversky, 1984). Loss aversion is the reference-dependent preference that has been most studied, a type of preference that may explain why contracts framed as bonuses are much more prevalent than contracts framed as penalties (see, e.g., Aron and Olivella, 1994). The idea is that, evaluated at the reference point, the marginal utility of a loss is larger than the marginal utility of a gain, so that the agent’s utility function has a kink at this reference point. We present the basic loss aversion model by De Meza and Webb (2007) with an exogenous reference wage, which fits within the structure of Model 2, where \( \epsilon \in \{ \epsilon^L, \epsilon^R \} \). Consider that the principal is risk neutral and the agent is risk averse with loss aversion with respect to a reference wage \( w^R \):

\[
U(w, \epsilon) = u(w) - 1_{w < w^R} l \left( u(w^R) - u(w) \right) - v(\epsilon),
\]

where the index \( 1_{w < w^R} = 1 \) if \( w < w^R \) and \( 1_{w < w^R} = 0 \) if \( w \geq w^R \); and \( l > 0 \) is the loss the agent suffers when the wage is lower than the reference wage \( w^R \).

Assume that MLRP is satisfied and that the principal aims to implement the high effort. Then, from the first-order condition of the

\(^45\)Guo (forthcoming) also analyzes a model where the agent has extrinsic motivation, in addition to the monetary incentives, associated with a principal’s decision. In her paper, the extra motivation of the agent (an employee) comes when his principal (a manager) invests in a non-contractible employee-friendly relationship. In Guo (forthcoming), the utility function of the agent has the form

\[
U(w, e, m) = u(w) - v(e, I(m))
\]

because the agent’s extrinsic motivation influences his effort disutility. The investment in the relationship can also benefit the principal because, for example, the employee may support the manager if she faces a replacement threat.
principal’s problem, we obtain
\[
\frac{1}{w'(w^*(x))} = (1 + \nu(x))l \left( \lambda + \mu \frac{p(x \mid e^H) - p(x \mid e^L)}{p(x \mid e^H)} \right).
\] (15)

where \( \nu(x) \in [0, 1] \) is an instrument to handle the kink in the agent’s utility. If \( w < w^R \), loss aversion applies and \( \nu(x) = 1 \); if \( w > w^R \), loss aversion does not apply and \( \nu(x) = 0 \); and if \( w = w^R \), then the ICC holds with equality for \( \nu(x) \in [0, 1] \).

From (15), De Meza and Webb (2007) derive that loss aversion does not affect the condition if \( w^R \) is very low (\( \nu(x) = 0 \) for all \( x \)) and, as in Model 2, \( w^*(x) \) is strictly increasing in outcome. Similarly, if \( w^R \) is very high (\( \nu(x) = 1 \) for all \( x \)) then \( w^*(x) \) is also strictly increasing in outcome. However, in the remaining cases loss aversion affects the optimal payment scheme, and there are zones (for the lower, the intermediary, or the higher outcomes) where the agent receives a flat wage equal to \( w^R \).46

In the presence of loss aversion or reference-dependent preferences, the principal designs incentives by taking into account both the induced risk sharing and the agent’s loss aversion. The wage scheme will be a function of the outcome at least for certain outcomes, but it tends to have a significant number of outcomes where the payment is flat.47

3.4 Overconfidence

Contracts are based on the principal and agent’s beliefs (correct or incorrect) and, in the standard moral hazard model, it is customary to assume that both participants share the same beliefs about the uncertain elements of the relationship. However, we may think of situations where beliefs are different but each knows the view of the other (they “agree to disagree”). This may correspond to environments where the agent is “optimistic” and “overconfident” or he has different beliefs to the principal concerning his abilities (he can have a positive or negative self-image as compared to what the principal thinks). Santos-Pinto (2008) and De la Rosa (2011) consider a moral hazard model when the principal and agent have (public) asymmetric beliefs.

46They also show that if, in addition, there is a limited liability constraint \( w \geq w^R \) (with \( w < w^R \)), then it is optimal not to have payments in the interval \((w, w^R)\) and \( w^*(x) \) is discontinuous.
47Kőszegi and Rabin (2006) and (2007) show that the optimal payment scheme often has two wages (and incentives are based on a bonus). De Meza and Webb (2007) find that when the reference wage is the median wage, the incentives are based on performances over the median. When the reference point is endogenous, Herweg, Müller, and Weinschenk (2010) show that the rational expectation about the wage is the expected wage.
We present the basic elements and results within a structure close to Model 1. Consider that the principal is risk neutral and the agent is risk averse, with utility function $U(w, e) = u(w) - ve$, and that there are two possible outcomes: success ($x_G$) and failure ($x_B$), with $x_G > x_B$. We denote $p_P(x \mid e)$ and $p_A(x \mid e)$ the principal’s and the agent’s beliefs for outcome $x \in \{x_G, x_B\}$ for a given effort $e \in E$. The beliefs are asymmetric if $p_A(x \mid e) \neq p_P(x \mid e)$ for at least some $e \in E$, and we can say that the agent exhibits a positive self-image of own ability (or he is optimistic) if $p_A(x_G \mid e) > p_P(x_G \mid e)$, for all $e \in E$.

The existence of different beliefs affects the contract even under symmetric information. In this case, the wage scheme to implement an effort $e$ satisfies

$$\frac{1}{u'(w^*(x))} = \lambda \frac{p_A(x \mid e)}{p_P(x \mid e)}.$$ 

Hence, full insurance (which results when $p_A(x \mid e) = p_P(x \mid e)$) no longer holds. Since the principal and agent have different views of the uncertain situation they are involved in, they can agree on a side-bet in such a way that both think they can gain. In the first-best, an optimistic agent will be paid more in the case of success (because the principal thinks this bonus will not be paid that often) and a pessimist will be paid more in the case of failure. In addition, whether the agent is right or wrong in his beliefs, with the contract he will obtain his reservation utility according to his subjective beliefs (PC always binds). From her perspective, the cost to the principal of implementing high efforts is lower than in the standard model and it decreases with the agent’s optimism and overconfidence.

After the analysis of the contracts under symmetric information, it is easy to see that under moral hazard it can be the case that it is less expensive for the principal to implement the high rather than the low effort. If the agent is optimistic or overconfident enough, the first-best risk-sharing incentive scheme may induce the agent to exert high effort under moral hazard. In general, as shown by Santos-Pinto (2008), to induce the agent to work the asymmetry of beliefs can be either favorable

---

48 As Santos-Pinto (2008) points out, if an agent is risk neutral and has mistaken beliefs, the principal’s problem does not have a solution because the principal can always increase her profits by raising the stakes of the side-bet. This implies that when the agent is risk neutral but is protected by limited liability then, in the optimal contract, the limited liability constraint is binding.

49 It is usual to assume that the agent is the one mistaken about the real technical conditions of the production process, but it is also possible that the opposite is true.

50 Another classical result in moral hazard with symmetric beliefs is that for the lowest effort the optimal contract under moral hazard and under symmetric information coincide. This result may not hold under overconfidence.
or unfavorable, depending on whether the agent is overconfident or the opposite. De la Rosa (2011) and Gervais et al. (2011) highlight that
the reason for the asymmetries also matters. Incentive contracts are
sensitive to the kind and level of overconfidence, not only to the presence
of overconfidence per se. For example, in De la Rosa (2011) beliefs take
the functional forms

\[ p_P(x_G \mid e) = q_P + \theta_P e, \quad \text{and} \quad p_A(x_G \mid e) = q_A + \theta_A e, \]

with \( q_I > 0, \theta_I > 0 \) and \( q_I + \theta_I < 1 \) for \( I = P, A \). Then, assuming
\( e \in \{ e^L = 0, e^H = 1 \} \), if \( q_A > q_P \) the agent is optimistic, if \( \theta_A > \theta_P \)
the agent is overconfident, and he is overconfident overall if \( q_A > q_P \)
and \( q_A + \theta_A > q_P + \theta_P \). If the high effort is implemented, the prin-
cipal’s expected profit increases in both the agent’s level of optimism and
overconfidence. But if the low effort is implemented, the principal’s ex-
pected profit increases in the agent’s level of optimism or pessimism, for
an optimistic or a pessimistic agent, respectively, and it decreases in the
agent’s overconfidence if the agent is significantly optimistic.

4 Principal-agent markets

The models that we have discussed above, and almost all the papers that
study settings involving a moral hazard problem, take the identity and
the characteristics of the participants in the relationship as given. They
consider an isolated principal-agent situation (or an isolated relationship
among several principals and/or several agents) and analyze the optimal
contract (contracts) in this relationship. The principal assumes all the
bargaining power, and the agent is ready to accept a contract as long as
it guarantees him his exogenously given reservation utility.

The previous description is a good fit for situations where the par-
ticipants in a contract cannot be easily replaced, as is the case for the
relationship between a regulator and a firm. However, most often, a
principal can look for alternative agents and an agent can look for al-
ternative principals. When several principals and several agents exist in
this “market,” in addition to the question about the optimal contracts,
we can address the endogenous determination of the identity of the pairs
that meet (i.e., the matching between principals and agents). In partic-
ular, we can study whether, at equilibrium, there is positive assortative
matching (PAM) or negative assortative matching (NAM). A PAM be-
tween principals and agents with respect to, say, ability (or any other
characteristic, such as risk, type, etc.) exists if the partner \( A \) of a prin-
cipal \( P \) with a higher ability than another principal \( P' \) has a higher or
equal level of ability than the partner \( A' \) of the principal \( P' \). A negative
assortative matching is defined in a similar manner.
Furthermore, the alternative relationships that could be formed in the market are crucial to understanding the endogenous level of payoffs that each principal and agent obtain and some of the properties of the contract.

The theory of “two-sided matching models” provides the tool to study markets where heterogeneous players from one side (principals) meet with heterogeneous players from the other side (agents). The equilibrium of the market determines the identity of the partners that actually sign contracts (that is, the “matching”) together with the profits that they obtain and the characteristics of the contracts. Equilibrium outcomes satisfy two useful properties. First, equilibrium contracts are always Pareto optimal; hence, we can use what we have learned from the analysis of isolated relationships. Second, if utility is transferable (that is, it is possible to transfer one unit of utility from the principal to the agent) then any equilibrium matching is efficient in the sense that it maximizes “total surplus”: the sum of all the profits in the market cannot be increased by reassigning principals and agents.

We now discuss some of the new lessons from matching models with contracts.

4.1 The relationship between risk and incentives

A quite robust prediction of the moral hazard literature is the negative relationship between risk and performance pay (e.g., Holmström and Milgrom, 1987): the higher the risk of the project the agent is working on, the lower the incentives included in the contract. When the agent has CARA risk preferences, we have seen in (3) that the variable part of the contract $s^*$ is decreasing in the risk of the relationship, represented

51 The book by Roth and Sotomayor (1990) made the theory of two-sided matching models popular and accessible. Gale and Shapley (1962) started it by studying “the marriage market,” where each participant (in their case, a man or a woman) is only concerned about the characteristics of the members of the other side of the market (women or men, respectively). Shapley and Shubik (1972) broaden the set of applications of this theory by considering, in “the assignment model” that the utility derived from a relationship not only depends on the characteristics of the partner but also on money, which can be exchanged among partners as part of the agreement.

52 Any competitive equilibrium is also a stable outcome and vice-versa, where stability means individual rationality together with the property that no principal-agent pair can be better off by leaving their current partners and signing a new contract among them.
by the variance $\sigma^2$. The CARA assumption also implies that utility is transferable because the principal can give or take away utility directly through the fixed part of the contract $F$.

To study whether this conclusion also holds when principals and agents interact in a market, consider that there exists a set of principals who are heterogeneous in the risk (variance) of their production process: each principal is associated with the variance of her project $\sigma^2$, with $\sigma^2 \in [\sigma_1^2, \sigma_2^2]$. There is also a set of agents, heterogeneous in their risk aversion attitude: each agent is identified by his degree of risk aversion $r$, with $r \in [r_L, r_H]$. Both populations have the same mass.\(^{53}\)

Serfes (2005) analyzes how the degree of risk aversion of an agent relates to the risk of the project he is involved in at equilibrium. He provides the answer for two interesting cases: (a) if $\sigma_1^2 r_L \geq 1/v$ (that is, the risk and/or the degree of the agent’s risk aversion are always large) then there is PAM: low-risk-averse agents are matched with low-risk principals (projects) and vice-versa; and (b) if $\sigma_2^2 r_H \leq 1/v$ (that is, the risk and/or the degree of the agent’s risk aversion are always small) then there is NAM: low-risk-averse agents are matched with high-risk principals (projects) and vice-versa.

If we now rethink the relationship between risk and performance pay, there are two effects. There is the direct effect of $\sigma^2$ on $s$, the same that is present in the standard principal-agent model, which is always negative. There is also an indirect effect of $\sigma^2$ on $s$ through the assignment that may be negative (if PAM, because a high $\sigma^2$ is matched with a high $r$, which leads to a low $s$) or positive (if NAM). Thus, while the relationship between risk and performance pay is certainly negative if $\sigma_1^2 r_L \geq 1/v$ (because of PAM), it can be positive or have any other shape (like a U shape), otherwise.

Using a similar model, Li and Ueda (2009) analyze the relationship between risk and ability. As in Serfes (2005), each principal is characterized by the variance of her project but, in contrast with that paper, Li and Ueda (2009) assume that agents are heterogeneous in terms of ability. At equilibrium a better agent is matched with a firm whose project has lower variance. In their set-up, this provides an explanation for the fact that safer firms receive funding from more reputable venture capitalists.

\(^{53}\) Although the matching models typically involve a finite set of members on both sides, here we present the continuous model, as in Serfes (2005), because the conditions are easier to write. See also Serfes (2008) for a similar analysis with discrete sets.
4.2 The nature of the matching between principals and agents under moral hazard

The presence of moral hazard in a relationship not only changes the characteristics and efficiency of the contract, it may also influence the identity of the principals and agents that decide to establish a partnership. We illustrate a reversal in the nature of the matching using the model introduced as Example 3, due to Ghatak and Karaivanov (2014), where principals and agents are risk neutral and the relationship of a principal with characteristic $\theta_P$ and an agent with characteristic $\theta_A$ produces an output of $h(\varepsilon, a) = \alpha \theta_A \theta_B + \theta_A \varepsilon + \theta_P a + \varepsilon$.

We now consider a finite set of heterogeneous principals, each endowed with a characteristic $\theta_P$ and a finite set of heterogeneous agents, each endowed with a characteristic $\theta_A$. Assume for simplicity that the size of the two sets is the same, and $\theta_A$ and $\theta_P$ are always higher than 1.

If efforts are contractible, then the first-best efforts are $e^{FB} = \theta_A$ and $a^{FB} = \theta_B$, and the expected value of the outcome is $h(e^{FB}, a^{FB}) = \alpha \theta_A \theta_B + \theta_A^2 + \theta_P^2$. Thus, if we take into account the cost of the effort, the joint surplus in the relationship, as a function of the characteristics $(\theta_A, \theta_P)$, is

$$S^{FB}(\theta_A, \theta_P) = \alpha \theta_A \theta_B + \frac{1}{2} \left( \theta_A^2 + \theta_P^2 \right).$$

For every $\alpha \geq 0$ the function is increasing in the characteristics $\theta_A$ and $\theta_P$ and the cross-partial derivative $\frac{\partial^2 S^{FB}}{\partial \theta_A \partial \theta_P}(\theta_A, \theta_P)$ is non-negative. Then, applying results by Legros and Newman (2002) (see also Becker, 1973), the equilibrium satisfies PAM: principals with a high characteristic $\theta_P$ end up working with agents with a high characteristic $\theta_A$, and vice versa.\(^{54}\)

If efforts are not contractible, then the optimal sharing rule decided by any partnership formed makes a trade-off between providing incentives to the principal and the agent. The second-best efforts are given by (11) and the joint surplus in the relationship is

$$S(\theta_A, \theta_P) = \alpha \theta_A \theta_B + \frac{1}{2} \left( \theta_A^2 + \theta_P^2 \right) - \frac{1}{2} \frac{\theta_A^3 \theta_P^2}{(\theta_A^2 + \theta_P^2)}. $$

\(^{54}\)Most models that analyze whether the equilibrium satisfies PAM or NAM consider joint surplus functions that are twice differentiable in the characteristics and hence, they use the cross-partial derivative of the joint surplus to assert the nature of the matching. However, as Besley and Ghatak (2005) state, nonstandard matching arguments are needed in the analysis of horizontal characteristics, that is, when the value function is not twice differentiable in the arguments, for example because it depends on the distance between the characteristics of the principal and the agent.
The cross-partial derivative of $S (\theta_A, \theta_P)$ is now negative for positive but low values of $\alpha$. Therefore, if $\alpha$ is low then the equilibrium satisfies NAM: principals with a high characteristic $\theta_P$ end up working with agents with low characteristics $\theta_A$ and vice-versa.

Due to the incentive problem, the modularity of the joint surplus under moral hazard depends on both the complementarity of the characteristics in the production function and the endogenous efforts, which depend on the optimal sharing rule. This rule provides incentives to each participant as a function of the magnitude of his/her type relative to the other. Better incentives are provided to $\theta_P$ when $\theta_A$ is low rather than when it is high. Therefore, the positive effect of an increase in, say, $\theta_P$ on $e_P$ is lower the higher $\theta_A$ is. This effect induces a certain substitutability between the types that more than compensates the complementarity in the production function when $\alpha$ is low.

Chakraborty and Citanna (2005) and Kaya and Vereshchagina (2015) also study the nature of the matching in a market where each partnership is subject to double-sided moral hazard. In their contributions, the market has only “one side,” instead of “two sides,” that is, each of the participants can play either of the two roles in the partnerships. Chakraborty and Citanna (2005) propose a model where individuals are heterogeneous in wealth and are subject to limited liability. The wealth level of the individual can matter because of the limited liability, but everyone has identical incentives to hire a rich individual. Thus, under symmetric information, any matching is efficient. However, one of the tasks in the partnership is more effort-intensive than the other. Under moral hazard, to facilitate incentive provision, richer individuals have to be allocated to more effort-intensive tasks, which results in NAM at equilibrium. In Kaya and Vereshchagina (2015), individuals are heterogeneous because (for a given effort) their contribution is different: some individuals are better than others. They study a repeated interaction where, once a partnership is formed, the partners produce a stochastic output in each period. As before, in the absence of moral hazard, equilibrium sorting is indeterminate. However, there are two cases in which moral hazard leads to the formation of heterogeneous teams: when one of the partners makes an inefficient effort (NAM is due to the same reasons as above), and when the optimal level of effort can be sustained by both partners at the beginning of the relationship, and the partners’ types either increase the marginal product of effort or have little impact on the output, so that the output realization is a very informative signal of the effort (NAM is efficient in this case because it allows better punishment strategies).

The moral hazard problem also has an influence on the equilibrium
sharing of the surplus between principals and agents. Although total surplus is reduced because of the moral hazard, an agent with a high $\theta_A$ may end up obtaining higher rents because of the existence of the moral hazard problem. When there is moral hazard, a “good” agent is more appealing for a principal with low $\theta_P$, who would be ready to pay him more, increasing his “market bargaining power” (and his expected payoff) with a principal with a high $\theta_P$ (see Macho-Stadler and Pérez-Castrillo, 2014).

In the previous model, the moral hazard problem induces a reversal of the nature of the partnerships compared to the first-best matching because the need to provide incentives to both participants makes “asymmetric” partnerships more profitable. When only the agent is subject to moral hazard, a reversal may also happen when the principal can choose between two different instruments. Alonso-Paulí and Pérez-Castrillo (2012) study a situation where the agent receives information about the state of the world after having signed the contract, and this information is relevant for the choice of the optimal effort. The principal can offer either an incentive contract or a contract with a verifiable, but rigid, effort. The second type of contract allows for better management control, but makes it hard for the agent to react to market conditions. Although the matching between principals and agents is PAM when only one type of contract is used in all the partnerships, the best principals might be willing to renounce hiring the best agents through incentive contracts, signing rigid contracts with lower-ability agents instead.

### 4.3 Heterogeneity, profits, and efficiency

The utilities that principals and agents obtain at equilibrium are endogenous and depend on the sizes of the populations of principals and agents as well as on their characteristics. To highlight some of the implications of the endogenous market power of principals and agents, consider a simple modification of the model studied in Dam and Pérez-Castrillo (2006). There are $n_P$ homogeneous principals and $n_A$ heterogeneous agents. All participants are risk neutral. Agents differ with respect to their initial

---

55 Legros and Newman (2007) provide sufficient conditions for monotone matchings in environments where, as is the case in the framework of Alonso-Paulí and Pérez-Castrillo (2012), utility is not fully transferable.

56 In dynamic relationships, the agreements can also be governed by two types of contracts: short-term and long-term contracts. When information on the workers’ ability is revealed during the relationships, the market dictates a trade-off between the optimal matching (which requires that principals sign short-term contracts) and incentives (which requires long-term contracts). At equilibrium, the matching is not necessarily PAM because both types of contract can coexist (see Macho-Stadler, Pérez-Castrillo, and Porteiro, 2014).
wealth. An agent $a^j$ has an initial wealth $w^{ij}$, which is known to the principals, with $w^{1} \geq w^{2} \geq \ldots \geq w^{n_A} \geq 0$. Therefore, a contract with agent $a^j$ needs to satisfy the limited liability constraint $w(x) \geq w^j$. The relationship is similar to the one introduced in Example 3, where two outcomes are possible, i.e., $x \in \{x_B, x_G\}$.

Given that principals are identical, it is necessarily the case that they obtain the same level of profits at equilibrium; we denote it by $\tilde{\pi}$. Therefore, the equilibrium contracts (which are necessarily Pareto optimal) are not governed by the agents’ PC, but they will be the contracts that maximize the agents’ utility subject to the principal’s obtaining $\tilde{\pi}$. If $n_P < n_A$, then there will be $n_P$ relationships and $\tilde{\pi}$ is the maximum benefit that a principal can obtain by contracting with agent $a^{n_P}$, or with agent $a^{n_P+1}$ (which is the richest agent that does not sign any contract).\footnote{Stable outcomes are typically not unique. For example, in the current situation, $\tilde{\pi}$ can be any number in the interval whose lower bound is given by the benefits that a principal obtains by hiring agent $a^{n_P}$ and the upper bound is the benefits she obtains by hiring agent $a^{n_P+1}$.} Even though agents are the long side of the market, those with an initial wealth higher than $w^{n_P}$ obtain rents and, in fact, they sign a contract that is more efficient than the principal-agent contract, in the sense that effort is closer to the first-best. The rents and the efficiency of the contract signed by agent $a^j$ do not depend on the absolute value of $w^j$ but on the relative value of $w^j$ compared to $w^{n_P}$. Similarly, if $n_P > n_A$, then there will be $n_A$ relationships, $\tilde{\pi} = 0$, and all the rents will go to the agents.

As principals compete for the wealthier agents, they are compelled to offer better contracts in order to attract them. These agents obtain higher utility, the limited liability constraint is less stringent and hence the effort level approaches the first-best. The effect of competition on the power of incentives and the efficiency of the relationship has already been pointed out by Barros and Macho-Stadler (1988), in a situation where two principals compete for a good agent.\footnote{The effect of competition on the efficiency of the incentive contracts is also the main objective of Dam (2015). Edmans, Gabaix, and Landier (2009) and Baranchuk, MacDonald, and Yang (2011) study the implications of the assignment of managerial talent to firm size. Also, Hongy, Serfes, and Thiele (2012) study a market with heterogeneous entrepreneurs and venture capital firms. They show that the entry of new venture capital firms has a “ripple effect” throughout the entire market: all start-ups receive more capital in exchange for less equity and the relationships are more efficient.}

The analysis of Dam and Pérez-Castrillo (2006) also indicates that a larger inequality in the distribution of agent wealth leads to more efficient relationships. In their framework, a public authority that would like to distribute some money which could serve as collateral in tenancy
relations may need to induce inequality among the tenants. If it distributed a small amount to every tenant, then the relative differences in initial wealth would not change and the landowners would appropriate the additional amount distributed. On the other hand, an unequal distribution of the money among a few tenants improves the efficiency and the agents appropriate more than the additional money they receive.

4.4 Competition among mission-oriented and profit-oriented firms

In many markets, principals are heterogeneous not in terms of productivity or costs but in terms of the importance that they give to their mission. Indeed, many public bureaucracies and private nonprofit organizations give more weight to their mission than to profits. Also, some private profit-oriented firms give some weight to an objective other than profits (for example, the use of clean technologies or the development of the community). Similarly, as we discussed in subsection 3.2, the main heterogeneity among agents (workers) may be due not to their ability or risk aversion, but to their intrinsic motivation to work for certain types of firm. In that subsection, we characterized the optimal principal-agent contract for an agent whose intrinsic motivation to work for the firm is $I(x, \tau)$, which depends on the outcome $x$ and the type of the principal $\tau$ (see equation (13)).

To discuss the role of matching the mission preferences of principals and agents, we present a model similar to Besley and Ghatak (2005). We consider a market with two types of principals and two types of agents. The types of all the participants are perfectly observable. In case of success, a profit-oriented principal receives a monetary payoff of $x^0_G > 0$. The payoff $x^M_G > 0$ that a mission-oriented principal receives in case of success may have a nonpecuniary component. Similarly, there are agents who only care about the monetary reward (we will refer to them as type-0 agents) whereas there are mission-oriented agents who receive an intrinsic motivation of $I^M \equiv I(x^M_G, \tau = M) > 0$ if they work for a mission-oriented firm. To simplify the number of cases, we assume that $I^M \leq x^M_G \leq 2x^0_G$, that is, the agent’s intrinsic motivation is not larger than the firm’s payoff. Also, we assume that the number of mission-oriented agents is the same as the number of mission-oriented principals.

At the equilibrium matching, there is segregation, in the sense that mission-oriented agents work for mission-oriented principals whereas type-0 agents work for profit-oriented principals. The matching is assortative because it raises organizational productivity.

Even though the nature of the matching is the same irrespective of
the number of principals and agents in the profit-oriented sector, the agents’ bonuses and the principals’ profits in both sectors are affected by those numbers. Suppose first that there is full employment in the profit-oriented sector (that is, the number of type-0 agents is lower than the number of type-0 firms). Then, the equilibrium bonuses and the optimal effort levels in this market for the two types of agents are

\[ w^0\ast(x^0_G) = x^0_G \quad \text{and} \quad e^0\ast = x^0_G \]
\[ w^M\ast(x^M_G) = x^0_G - I^M \quad \text{and} \quad e^M\ast = x^0_G. \]

Thus, competition for the type-0 agents drives the expected payoff of type-0 principals to zero. The utility that the mission-oriented agents obtain is set by what they could obtain by switching to the profit-oriented sector. The mission-oriented principals benefit from the agents’ intrinsic motivation through a reduction in the salary they need to attract them.

Second, if there is unemployment in the profit-oriented sector (that is, the number of type-0 agents is higher than the number of profit-oriented firms) then the supply of motivated agents is determined by their unemployment payoff. The bonuses and optimal levels of effort are

\[ w^0\ast(x^0_G) = \frac{1}{2} x^0_G \quad \text{and} \quad e^0\ast = \frac{1}{2} x^0_G \]
\[ w^M\ast(x^M_G) = \frac{1}{2} (x^M_G - I^M) \quad \text{and} \quad e^M\ast = \frac{1}{2} (x^M_G + I^M). \]

In this case, the existence of the market does not influence the levels of the bonuses. It only provides information on the nature of the matching between principals and agents.
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